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ABSTRACT 

Social media is now not only limited to being a life event sharing platform, but it also has evolved as a monetary 

medium. Advertisements showing on popular videos may result in more sales conversion. So it is of utmost interest to 

predict the popularity of videos before uploading it on the platform. In this research article, we propose a deep 

learning algorithm to predict the popularity of YouTube videos. With the content and temporal features of the YouTube 

videos dataset, we use a novel stack of deep learning layers. We validate the approach with state-of-the-art methods 

and prove that the proposed complex stacked architecture gives more accurate and stable results. Results are also 

tested for short duration prediction with a different number of reference days after video publishing.  

Keywords: Videos, Prediction, Deep Learning, Regression 

1.0 INTRODUCTION 

The internet is an essential requirement for every human being. Tons of users are available on different social media 

websites like Twitter, Facebook, YouTube, etc. Online video streaming plays a vital role in the mobile Internet. The 

user behavior or interest can be recognized by the user’s interest in videos over the internet. The number of users on 

YouTube and Netflix has become thrice since 2013 [1]. The shared video’s characteristics define the nature of the 

creator and the type of viewers that explore their user behavior. The content of the video is the key factor for its 

popularity. The popularity prediction of online video is provided with the benefits of public management and security 

concerns [2]. As per the business point of view, the popularity prediction analyses the latest trend and innovations 

globally. The most popular video platform, YouTube, helps in revenue generation on behalf of the user’s watch time 

for a video. More content-rich is the video, the more traffic and popularity it will attain. The popularity prediction of 

online streaming video is a difficult task due to the large number of users available on social media, and it creates 

multidimensional content every hour.  

The popularity prediction can help the users to monetize with their videos as well as for the video-sharing platforms 

too. The impact of commercial advertisements can be maximized during popular programs, which increases their 

business [3]. The configurations of the broadcast network are optimized in advance if popularity prediction is 

performed earlier. Some social media platforms like Vine and Snapchat generate short time videos of approximately 

6 to 10 seconds. However, YouTube videos are more extended versions, and their characteristics like audio, face, 

background, etc. are analyzed very efficiently. The social media popularity prediction efficiently improved the 

promotion of any video on that platform [4].  It also helps in creating the video related to the same content. Several 

schemes are used for the prediction of video popularity on social media content. The prediction model schemes are 

classified into three categories; 1) Generative Model, 2) Time-Series, and 3) Feature-based approach. The generative 

model, like Hawkes, is used for the prediction of Twitter content. It recognizes the intrinsic characteristics of the tweet 

from time to time [5]. The generative method is to deal with the stochastic data available on the social media network. 

These are not used for the YouTube video popularity prediction due to complex content propagation [6].  

The time series based approaches use the regression model for the prediction popularity of video content. The 

regression models utilized in state of the art are Auto-Regressive and Moving Average (ARMA) [7], Follow-The-

Regularized Leader (FTRL) [1], Random Forest (RF) [3], and Transductive Low-Rank Multi-View Regression 

(TLRMVR) [8]. The early-stage prediction is not provided in Time series methods. The prediction is based on the 

historical data popularity, so cold start problems turned out in these prediction methods [6]. The third category of the 
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popularity prediction method is a feature-based model — some deep learning models are also used for feature 

extraction from the online video contents. The features like user information, user interest, video contents, and time 

of sharing by all users are extracted.  

The contribution of the work is: 

• This research work extends the previous work on YouTube video’s popularity prediction. We propose a novel 

stacked deep learning architecture to predict the short-term forecast.  

• Our contribution is in designing a complex deep network that can abstract the input data to depth. This complex 

network uses Bidirectional Long Short-Term Memory (biLSTM) layers since Long Short-Term Memory (LSTM) 

has shown its strength in similar prediction works.  

• Our work utilizes the YouTube videos’ temporal and statistical features to feed into the network. 

Further, in the paper, section 2.0 analyzes the previous researchers' efforts. Section 3.0 extensively discusses the 

YouTube data for the experiment and we present the proposed deep learning model in section 4.0.  Section 5.0 

discusses the state of art comparisons with our network outcome and work is concluded in section 6.0. 

2.0 BACKGROUND 

Huang et al. proposed the ARMA model for the popularity prediction of real-time scaling online videos based on their 

temporal features and the interest of users [7]. ARMA least frequently used model outer perform than the least recently 

perform while caching the video. In [2], an in-depth learning approach was utilized to predict text content available 

on social media. The neural network-based predictive model extracts the features and recognizes popularity as per 

user interest or reactions of real-time data sets.  A recent hybrid technique was developed by combing the XG Boosting 

and deep learning for the popularity prediction of Metadata content. The volatility of video content was resolved by 

FTRL proximal algorithm. Zhu et al. proposed the Dynamic Time Warping (DTW) distance-based K-medoids 

algorithm for extracting the four trends among the group of videos, then the Random Forest (RF) regression model 

was used to build the four specific predictive models. The experiment was tested on the broad set of real Video on 

Demand (VoD) data from Jiangsu Broadcasting Corporation and configures better prediction performance than the 

existing algorithm [3]. 

In [5], a generative approach Hawkes was proposed for the prediction popularity of online social media platform- 

Twitter. A generative model was implemented to predict the text popularity of the Twitter comment dataset. The 

relative error is minimized among the tweets for 10 minutes. It has both generative and feature model properties that 

provide higher prediction accuracy. The TLRMVR was proposed for the popularity prediction of short-time videos 

[8]. The prediction performance of proposed TLRMVR is improved by jointly considering the intrinsic representation 

of source and target samples. A multi-graph regularization approach is also added to improve the generalization 

capability and prevent over-fitting problems. The interpretability of end-to-end popularity prediction methods is 

enhanced by weighted Grad-Cam results of sequential inputs with self-attention schemes [4].  The Spatio-temporal 

heatmaps are created which indicated the video frames and contributes to the video popularity prediction of online 

video creators. 

A latent vector represents the knowledge base (KB) entity and compactly encoded the KB information to improve the 

popularity prediction of online video. LSTM model was integrated to enhance the dynamic performance of the KB 

entity based predictive model [9]. The author reflects [6] fast prediction of YouTube video contents using the 

leveraging history of that video. A Lifetime Aware Regression Model (LARM) model was proposed to predict 

popularity using the time-to-time content of videos. The performance is evaluated with a YouTube dataset for different 

period intervals. The Fine-grained Video Attractiveness Dataset (FVAD) of popular TV serials was tested via deep 

learning attractive models [10]. The famous episode of TV serial was extracted based on their visual and audio 

characteristics.  The correlation among the episodes and nine user engagement behaviors was also tested using a deep 

learning algorithm. A PreNets unifies two thinking paradigms: features driven and point process methods in an 

adversarial manner. The features-driven model predicts popularity based on the spatial information, temporal 

information and point process to recognize the dynamic pattern for evaluating the popularity of online data content. 

The training loss of both methods was minimized by Wasserstein learning based two-player minimax game model. 

The proposed PreNets attained significant improvement in Mean Absolute Percent Error (MAPE) for Twitter Cascades 

and Amazon review prediction [11]. The stability of learning can be improved by the Wasserstein Generative 

Adversarial Networks (WGAN) [12]. Researchers have utilized the variants of WGAN in medical [13], speech 

processing [14], security [15], image processing [16] and other distinct fields. 
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A support vector regression model with Gaussian radial basis functions was proposed in [17] for the popularity 

prediction of online video contents. The experiment was tested on YouTube and Facebook datasets, which contain 

2400 videos. The social and visual features were extracted from the videos and classified the popularity using Support 

Vector Machine. Mekouar et al. proposed the logistic regression method for the popularity prediction of YouTube 

videos. The stepwise regression method also implements on logistic regression, which improved the prediction 

accuracy [18]. The Hawkes Intensity process (HIP) was used in [19], which predicts the popularity of historical videos. 

It provides flexibility to the users and content producer related to the viral video. The virtual quality of video content 

was compared with the endo-exo map visualization. A series of applications were enabled in the case of HIP, which 

compares the videos and channels. The popularity of video was predicted based on which promotion of video will be 

performed in the future. The set of aggregate engagement metrics for online videos were measured in [20] with average 

watch time, average watch percentage, and relative engagement. The 5.3 million videos from publically available 

datasets tested on metrics configuration. This work was not translated to user-specific engagement. A time series 

classification using Long Short-Term Memory with the Fully Convolutional Network (LSTM-FCN) was utilized in 

[21], multivariate time series classification in [22] with LSTM-FCN and Attention Long Short-Term Memory with 

the Fully Convolutional Network (ALSTM-FCN) for activity recognition. The interconnection parameters of the 

YouTube dataset were analyzed by Imperative Structural Modeling (ISM) in the study [23]. The popularity of online 

video content was configured by interviewing their creator.  The information related to the video making was shared, 

and popularity prediction was performed [24].  

A proactive music video caching scheme was developed using Convolutional Neural Network (CNN) classification 

and multivariate popularity prediction of YouTube data. The CNN was used to derive the music features and as a 

mood classifier. The three policies: mood, genre, and popularity were evaluated in the study [25]. The video's future 

popularity was predicted using features of the videos and links related to the User Generated Content (UGC) videos 

in [26]. The YouTube UGC videos were tested via elements exploiting the approach. A new scheme, Social network 

assisted Video Prediction (SoVP), was proposed for the prediction popularity of online social video content. The 

internal content of the video and propagation structure was considered in the SoVP scheme [27]. A cross-domain real-

time transfer approach based on Social transfer was proposed for the online video popularity prediction. The cross-

domain process boosted the knowledge of various social media applications [28]. The tag enrichment by comment 

section on a social media video improved the prediction of popularity. The achievable scaling law depends on practical 

popularity distribution was used for the video device to devise allocation. The MZipf video popularity distribution 

was adopted for experimental setup, which measures the demand of the largest video service in the UK only for cellular 

users [29]. 

An analysis of BiliBili, a site having user-generated content with unique features like comment, chats, and virtual 

money donation, was done [30]. The popularity of UGC video content was predicted, characterized the video 

repository and activities of a user. Further graph model was presented for user relationships and high-level social 

structures [30]. A content and location feature based approach was proposed for content popularity prediction. The 

two algorithms: Ridge regression Prediction with Upper Confidence (RPUC) and H∞ filter Prediction with Dynamic 

Threshold (HPDT) were used for content popularity prediction, which deals with the location caching decisions [31]. 

A novel approach, Constant History Exponential Kernels and Social Signals (CHESS), was proposed for the popularity 

prediction of social media videos. CHESS is scalable due to constant space requirements per video and easy to handle 

the workload on Facebook. The CHESS works based on historical patterns, and other learning modal features, so 

accurate prediction is obtained [32]. 

A new scheme Deep Temporal Context Network (DTCN) was presented for sequential prediction of popularity using 

temporal context and temporal attention. The embedding of two collaborative networks was performed efficiently, 

and two types of secular contexts were applied for the popularity prediction of social media content. The sequential 

popularity prediction at a multiclass point was estimated by DTCN [33].  In [34], an EvoModel was developed for the 

dynamic popularity prediction of online social media content. It provided better popularity prediction of videos and 

explained the behavior of auxiliary factors controlling the video popularity dynamics. The early age technique was 

used in the EvoModel for the estimation of the parameters. Robert et al. proposed the engagement parameters for the 

popularity prediction of brand-related user posts. The experiment was tested on the fast-food brand related post 

available on the Instagram platform, which contains visual and textual features. More accurate popularity prediction 

was achieved using the engagement parameters like factual information, entertainment and sentiments [35]. A two-

stage model was proposed for the online video future popularity prediction. The total number of views count was 

evaluated for the popularity prediction of online video. A large scale, long term, and updated database of online videos 

were formulated via the proposed two-stage method. In the first stage, the video features like statistical, textual and 

visual were extracted from the video; after that, the future view count prediction was performed [36]. The redundancy 

feature of distinct layers of CNN is exploited for compression of CNN to reduce the expenditure of computation and 
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cost [37]. Neural Network Model for Multi-Aspect with Strong Correlation (NNMASC) was proposed to embellish 

the predictive recommendation [38]. 

A hybrid regression prediction model was implemented for the User Generated Video (UGV). The proposed model 

dynamically adapts the popularity of UGV using historical training datasets. The popularity prediction error was 

reduced by approximately 14% compared to the other offline and online popularity prediction schemes [39]. Tan et 

al. proposed the novel time series model for the popularity prediction of online videos. The time series models’ basic 

principle depends upon the correlation among past and future popularity series. The most popular video was selected 

with the time series prediction instead of future view counts. The long term popularity prediction method was tested 

in the real world datasets [40].  

3.0 DATASET DESCRIPTION 

For YouTube video prediction, we required a dataset that has daily views/engagements recorded for many channels 

and videos. Unfortunately, YouTube API has discontinued many features which could help us to collect necessary 

attributes. We have to rely on the data collected in [20]. The author in [20] used YouTube API to collect various 

attributes like video ID, title, description, number of views, watch time, category duration, upload time, etc. Few of 

these features are discontinued now by YouTube. Therefore, we can categorize these attributes as: 

• Temporal features: Attributes like video duration, upload time, video category, number of views, video 

quality, etc. are temporal features. 

• Engagement features: Video popularity depends upon the engagement of the user with the video. Temporal 

characteristics may motivate the user to click on the video and watch the video; content should be engaging. 

The watch duration of the video is the only factor that conveys this information.  

Temporal and content engagement features are made available in this data repository. This dataset has a significant 

advantage in that it has collected the daily watch time (𝜔𝑡) of each video along with daily view counts. Daily Watch 

time is the primary engagement factor of video as a user may visit the video URL, but if the content of the video is 

not impressive, then it will drop out very soon. More is the number of dropping out users; less is the popularity. Watch 

time is higher for content-rich videos. The inconsistency in daily watch time and view time for video on automobiles 

is shown in Fig. 1. The view counts keep on decreasing after uploading, whereas the watch time doesn’t follow a 

pattern. It has many perturbations, which may be due to other outer world factors that might have triggered the user’s 

interest. View count shows a steady slope after 2 months but watches time is still high. It shows that the video must 

have good content. So, watch time has a key significance in predicting video engagement.  

 

Fig. 1: Inconsistency in daily watch time and the view count of YouTube videos 

The data available from this paper is in JSON format and has various categories of data. We serialized the time series 

data with respect to each day recording every video, and the data samples increased to days × n times. The average 

watch percentage and video duration Gaussian 𝑝𝑑𝑓 curve is plotted in Fig. 2 (a) for automobile videos. The block 

curve line is plotted for 50 percentiles of the data. 10, 30, 70, and 90 percentiles of watch duration are shown in blue 

color in Fig. 2 (a). It shows a linear decrease in slope with an increase in video duration. Though in some video 
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categories, this insight might change. For example, a movie on YouTube might have a linearly increasing slope with 

watch duration. It leads to our assumption that the video duration is also another essential factor to influence the watch 

percentage. The shorter duration videos are seemingly more watched than longer videos. We have plotted a correlation 

matrix for the features in the dataset in Fig. 2 (b). The average watch percentage, watch, and view count is also plotted 

in Fig. 2 (b). The correlation between daily views and the daily watch is 0.55, whereas the average watch duration is 

correlated by 0.68, with average views for 30 days. It is also perceived from the correlation matrix that days, video 

quality (definition: HD or lower quality) doesn’t affect the watch duration or views count. Significantly less correlation 

value is observed for these.  

 

Fig. 2: (a) Pdf curve for average watch percentage v/s video duration (b) Correlation matrix amongst attributes in the 

data 

4.0 PROPOSED POPULARITY PREDICTION SCHEME 

In this paper, we cast the popularity prediction scheme as a time series prediction problem. The objective is to predict 

the popularity of YouTube videos at the time 𝑡𝑡, providing the video attributes upto the time 𝑡𝑟 (considerably 𝑡𝑡 > 𝑡𝑟). 

The collected data is time-series data, and in the literature, the LSTM model is found very efficient to predict the time 

series problems. We propose to improve the prediction accuracy by a novel complex stacked deep learning model. 

Our model has the advantage of abstraction to the input data in depth. In our stacked network, we combined multiple 

biLSTM layers, and to the best of our knowledge, this arrangement of layers has not been published yet. In deep 

learning architecture, there is no single theory to design the network for any particular application. Every model is 

either suggested from the literature study or created after several hits and trials of several layers’ combinations. In this 

work, too, we come up with the final model after several attempts. Though few researchers have also used heuristic 

optimization algorithms to optimize the layers’ number, their filter/stride size, etc. but this method is very 

computationally expensive for a large dataset like ours. We started to test the architecture with a varying number of 

memory units in the LSTM network arrangement. We learn from the literature that biLSTM’s forward and backward 

training is better than LSTM’s either forward or backward training. The tentative number of memory units from the 

extensive testing is used in the final deep network with the first biLSTM layer. Multi-biLSTM layers will be used to 

fine filter the noise in the data and get a more accurate prediction. The proposed flow of the process is shown in Fig. 

3. The data features are fed into the proposed stacked network without any pre-processing. Ahead in this section, we 

will discuss the LSTM architecture before introducing the proposed network.  
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Fig. 3: Steps of proposed time series popularity prediction 

4.1 Long Short Term Memory 

 

The time sequence learning problems are solved by the Recurrent Neural Network (RNN). The long term dependencies 

cannot be captured by the RNN method. This limitation of RNN is overcome by the LSTM. The key feature of LSTM 

is that some gates that control the flow of information along the time axis. It can capture more accurate long term 

dependencies. The hidden layer of LSTM contains the memory blocks called cells. In each time step 𝑡, the hidden cell 

state ℎ𝑡 is updated via fusion of data at same time step 𝑥𝑡, input gate, output gate, forget gate, update gate, and past 

hidden state value ℎ𝑡−1. The structure of LSTM contains several cell state and gate functions in the hidden layer, as 

shown in Fig. 4. The input and output gate is present in each cell state or memory block. Both gates perform the control 

operation as input activation and output activation. Later forget gate is added to the cell state [31].  

Forget gate- It is used to discard the information from the cell state. The sigmoid activation function provides control 

to the gate. The forget gate is represented by the 𝑓𝑡 described below; 

𝑓𝑡 = 𝜎(𝑊𝑓. [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑓          (1) 

Here 𝑊𝑓 shows the weight matrix in the forget gate, ℎ𝑡−1 is the previous output, 𝑋𝑡 is a present input, 𝑏𝑓 is bias, and 

𝜎 is a sigmoid activation function.  

Input gate- The key function of the input gate is to decide the updated value of new information in the cell state. It 

uses the tanh activation function, and the update gate provides control. The mathematical derivation of the input gate 

is  

𝑖𝑡 = 𝜎(𝑊𝑖 . [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑖             (2) 

𝑖𝑡 is an input gate notation, 𝑊𝑖 and 𝑏𝑖  are the weights and bias matrix of the input gate. The update gate provides 

control. The function of the update gate is to decide which latest information is saved in the memory blocks. It uses 

the sigmoid activation function and represented as 

�̂�𝑡 =  𝜎(𝑊𝑐 . [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑐)  (3) 

Here 𝑊𝑐 and 𝑏𝑐 are the weight and bias matrix of the update gate.  

𝐶𝑡 = 𝑓𝑡 × 𝐶𝑡−1 + 𝑖𝑡  × �̂�𝑡   (4) 

In equation 4,  𝐶𝑡 and 𝐶𝑡−1 are the present and past cell state values.  

Output gate- The output gate updates the final information of the cell state. The sigmoid activation function provides 

control to the output gate. 

𝑜𝑡 = 𝜎(𝑊𝑜. [ℎ𝑡−1, 𝑋𝑡] + 𝑏𝑜  (5) 

ℎ𝑡 = 𝑜𝑡 × tanh (𝐶𝑡)   (6) 

Here, ℎ𝑡, 𝑊𝑜 and 𝑏𝑜 are the present output, weight, and bias matrix of output gate, respectively.  
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The LSTM model can only preserve information from the past as it considers the inputs only from the past. In the case 

of a biLSTM unit, the inputs run in two ways, one from the past to future (forward training) and the other from future 

to past (backward training). The combination of two hidden states can provide any point in time to preserve 

information from both the future and the past. The biLSTM model is better in terms of both forward/backward training 

than the unidirectional LSTM model. 

 
Fig. 4: LSTM basic architecture 

4.2 Proposed Architecture Evaluation 

In LSTM, the cell 𝑐𝑇 at time 𝑇 calculates the gradient  ℎ𝑇 and next cell state 𝑐𝑇+1 or the flow can be reversed in which 

the 𝑐𝑇depends upon the 𝑐𝑇+1 and 𝑐𝑇+1. These flows are stated as the forward pass and backward pass, respectively. 

In single flow LSTM, either forward or backward flow is used. LSTM can also be trained forward and backward at a 

time, which means it will consider the past and future values collectively to train the network. In our work, we can 

take this advantage and propose here to use biLSTM in which data flows in both directions at a time and learns faster. 

BiLSTM can help us make better use of both past and future data series at each time step. In fact, biLSTM consists of 

forward and backward LSTMs, which allows for a complete understanding of the characteristics of time-series data. 

In another word, biLSTM could avoid the blindness that propagation in unidirectional may cause. As a result, biLSTM 

is employed to process the input data to reflect the vibrant change in the video sequence and captures the feature more 

sensitively than unidirectional LSTM models. 
 

The LSTM architectures vary on the basis of the components present at distinct layers. The number of memory units 

in the hidden layers, activation function, and a number of stacked layers are variables in any LSTM structure. The 

classification accuracy is affected by their various combinations. We test three different layers’ arrangement of LSTM 

for various memory unit size. One layer arrangement is a conventional pattern with 32 memory units in LSTM. 

Another arrangement is tested with 128 number of memory units. The third proposed stacked-layer arrangement using 

multiple layers of biLSTM is shown in Fig. 5. For the biLSTM layers, the output size gets doubled to LSTM due to 

both forward and backward pass in each iteration. In the proposed scheme, we made the network deeper and complex 

to improve the prediction. The addition of a max-pooling layer reduces the features’ dimension. To avoid overfitting, 
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features are normalized and mapped into space of [0,1] by batch normalization layer. This set of layers with biLSTM 

is repeated twice in our proposal. Table 1 lists these three network architectures.  

 

Table 1: Proposed Deep Network and Other tested LSTM architectures 

Sequen

ce No 

Layers LSTM 1 LSTM 2 Proposed architecture 

  Layer 

Presenc

e 

Input 

Shap

e 

Outpu

t Size 

Layer 

Presenc

e 

Input 

Shap

e 

Outpu

t Size 

Layer 

Presenc

e 

Input 

Shap

e 

Outpu

t Size 

1 LSTM/biLSTM LSTM 9 32 LSTM 9 128 biLST

M 

9 256 

2 MaxPooling  - -  128 64  256 128 

3 Batch 

normalization 

 32 32  64 64  128 128 

4 BiLSTM  - -  - -  128 128 

5 Batch 

normalization 

 - -  - -  128 128 

6 Dense  - -  - -  128 256 

7 Dropout  16 16  64 64  256 256 

8 Dense  16 1  64 1  256 1 

 

 
Fig. 5: Proposed stacked deep learning network for video popularity prediction 
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All models have trained with adam optimizer with 0.0001 learning rate, and a batch size of 128 is used. Mean Absolute 

Error (MAE) is the evaluation parameter for adam optimization during training. We have selected the large batch size 

to reduce the stochastic behavior of the model. This way, we don’t need to run multiple times to consider the average 

performance in results. Fig. 6 (a) shows the MAE score comparison among the models with the same input data for 

prediction for each epoch. The proposed deep networkarrangement is reducing the MAE to 0.0004 at the last epoch. 

It is the least among all three models. Our network arrangement reduces the losses to 0.0018 even at the very first 

epoch, while others have a higher scale than it. The loss curve at each epoch for the suggested network is nearly at 

zero slopes. The final iterated MAE is compared in Fig.  6 (b). The input dataset is divide into 80:20 ratio for the 

training and testing purpose. The engagement map between watch percentage and relative engagement is built on the 

training set over the first 30 days. We split the dataset in time to ensure that learning is on past videos and prediction 

is on future videos 

 
(a)                                                                                   (b) 

Fig. 6: (a) Training performance comparison for all three LSTM networks on the video popularity prediction (b) 

MAE bar plot at last epoch for all three networks 

5.0 DISCUSSION 

The time series prediction task does not follow the convention, as in other prediction applications. We can’t use here 

cross-validation analysis as it considers that the samples are independent, but in time series, this is not the case. For 

cross-validation, the data is divided into testing and training sets. Evaluation of prediction is done using Mean Absolute 

Error (MAE) and the coefficient of determination (𝑅2) [20].  MAE and R2 are the key evaluation parameters in terms 

of linear classification. MAE is a standard metric for average error. R2 quantifies the proportion of the variance in the 

dependent variable that is predictable from the independent variable and is often used to compare different prediction 

problems. Minimum value of MAE and a higher value of R2 can improve the classification accuracy and is the basic 

demand of accurate classification. Lower MAE and higher 𝑅2  are desired. These metrics are popular due to its 

simplicity of application and interpretation. Wu et al. [20] proposed the linear regression with 𝐿2 norm. They have 

also tested it with K Nearest Neighbor (KNN) and Support Vector Regression (SVR) but showed down performance. 

LSTM has been the favorite choice of researchers for time series prediction due to its forward and backward pass flow 

for model training [21], [22]. The time series prediction is univariate (prediction dependent upon a single variable) 

and multivariate (prediction by multiple variables). Trzciński et al. [17] followed the univariate and multivariate linear 

regression prediction method. However, they also proposed SVR model based on the Radial Basis Function (RBF) for 

multivariate analysis. Though [17] worked on a different dataset, these algorithms are implemented and also validated. 

Since our data is multivariate, we considered the multivariate work only. Table 2 shows the performance comparison 

among the state of art methods with our scheme. Results shown here are for next day popularity prediction for testing 

data. These data samples were not used for the training of the network. It is noticeable that the proposed scheme has 

reduced the MAE loss upto 92% from linear regression [20], 91% from SVR [17]. This great improvement is from 

regression models. We also tested other deep learning architectures like conventional LSTM1 and LSTM2. The 

improvements from these are also recorded upto 14% and 13.6% respectively. Previously researchers also 

experimented with the hybrid LSTM networks, which gets the advantages of the CNN layer as the feature layers with 

LSTM [21], [22], [23]. We replicated their model also for testing on our data, and results are tabulated in Table 2. 
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Table 2: Performance comparison with the existing state of art 

 Linear 

Regression 

[20] 

Support 

Vector 

Regression 

[17] 

LSTM1 LSTM2 CNN-LSTM 

[21] 

Proposed 

MAE 0.069 0.067 0.0004 0.00029 0.0004 0.00025 

𝑅2 0.11 0.37 0.9690 0.9703 0.98 0.9732 

We tested the proposed scheme with previous works for the different range of reference time (𝑡𝑟). The reference time 

is the time after the publishing of the video on the platform. Table 2 lists the result with 𝑡𝑟 = 1. Evaluation parameters 

are plotted in Fig. 7 for 𝑡𝑟 ∈ [1,9]. Deep learning methods outperform algorithms in [17], [20]. The linear regression 

even doesn’t show any significant change with 𝑡𝑟. Both MAE and 𝑅2 are following the general conviction. Since the 

linear regression and RBF [20] methods have a larger scale for MAE and 𝑅2 with respect to proposed deep network; 

we have to plot the inset axis for other deep learning schemes’ plots. The proposed scheme gives the lowest MAE for 

the same set of data, while due to more memory units, LSTM2 outperforms LSTM1. A similar performance is noted 

for the coefficient of determination. More is the previous metrics available for a video; higher is the 𝑅2. For 𝑡𝑟 = 9, 

the determination coefficient can achieve a value of 0.9948. Fig. 8 shows the training losses for the proposed method 

for various 𝑡𝑟, with an increase in 𝑡𝑟, the losses are decreasing. It validates that more are the days to video publishing; 

more would be the prediction accuracy. 

 

(a)                                                                                              (b) 

Fig. 7: Popularity Prediction results for a different time stamp after video published on YouTube. (a) MAE 

comparison (b) Coefficient of determination comparison 
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Fig. 8: Performance curve for training losses in proposed biLSTM stacked layers at 𝑡𝑟 ∈ [1,4] 

6.0 CONCLUSION 

 

In this article, the author has proposed a novel stacked biLSTM network to predict the YouTube popularity on the 

basis of views for a database of 5331204 videos abstracted from 1257412 YouTube channels. The attributes collected 

from the data are temporal and video engagement features. The designed deep learning network is evaluated on the 

basis of mean absolute error and coefficient of determination as parameters of metric. The work is compared with the 

existing state of arts on the same metric. The proposed method shows an improvement of 92 % in linear regression 

and 14 % as compared to other LSTM architectures. The results do stand out in case of video popularity prediction, 

yet there is room for further improvement. The proposed scheme has focused on short-term prediction as in a long 

interval of time. In the future, author intend to work for more visual features for video prediction and build a hybrid 

or ensemble based deep learning model. 
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