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#### Abstract

Proposes a neural network based invariant character recognition system using double backpropagation network. The model consists of two parts. The first is a preprocessor which is intended to produce a translation, rotation and scale invariant representation of the input pattern. The second is a neural net classifier. The outputs produced by the preprocessor at the first stage are classified by this neural net classifier trained by a learning algorithm called double backpropagation. The recognition system was tested with ten numeric digits (0~9). The test included rotated, scaled and translated version of exemplar patterns. This simple recognizer with double backpropagation classifier could successfully recognize nearly $97 \%$ of the test patterns.


## Keywords: Neural networks, backpropagation, double backpropagation, character recognition, Rapid Transform

### 1.0 INTRODUCTION

Character recognition is one of the applications of pattern recognition which has enormous scientific and practical interest. A lot of scientific efforts have been dedicated to pattern recognition problems and much attention has been paid to develop recognition system that must be able to recognize an object regardless of its position, orientation and size. Numerous methods have been proposed for achieving invariance in pattern recognition. These include statistical as well as structural approaches. Some of these approaches are Fourier descriptor [1]-[3], moment invariants [4]-[6], stochastic models [7]-[8] and decomposition techniques [9].

Recently neural networks have been applied to character recognition as well as speech recognition with performance, in many cases, better than the conventional method [10]. Several neural network based invariant
character recognition systems have been proposed. A pattern recognition system using layered neural networks called ADALINE was proposed by Windrow et. al. [11]. The proposed system needs large number of slabs of neurons, each slab being invariant to specific degree of translation, rotation or scaling. This makes the resulting network very large and complex since the network must accommodate all the possible degrees of translation, rotation and scaling. Neocognitron developed by Fukushima [12] is not so effective for rotation invariance. Higher order neural networks are also proposed to achieve invariance [13], but use of higher order increases the number of connections astronomically and makes its implementation for large scale image planes extremely difficult.

This paper presents a character recognition system which uses a preprocessor and an artificial neural network classifier trained by double backpropagation algorithm [14]. The preprocessor extracts the geometrical features of the input pattern in such a way that for any rotated or scaled version of input pattern, the feature values are reduced to cyclically shifted version of those of standard pattern, and then uses Rapid Transform [15], a simple cyclic shift invariant transform, to make the preprocessed outputs invariant to scaling, rotation and translation. The preprocessor is simple, computationally inexpensive and does not increase the overall complexity of the recognition systems. The classifier is trained by a relatively new feedforward learning algorithm called double backpropagation which has been reported to perform better than the popularly used backpropagation algorithm [16]. The performance of the recognition system was tested with ten English digits (0~9) at different degrees of rotation, scaling and translation. Test was also done with classifier of different number of input and hidden units.

Section 2 provides a brief description of different preprocessing steps and double backpropagation learning algorithm. Experimental results and conclusions are presented in section 3 and 4, respectively.

### 2.0 RECOGNITION SYSTEM

Fig. 1 shows the recognition system which is based on preprocessing the input first by a preprocessor and then classifying the preprocessed outputs by neural net classifier. The system is described below. The preprocessor used in this system is a modification of the one proposed by Ito [17].


Fig. 1: The recognition system.

### 2.1 Preprocessor

The proposal of preprocessing is to create an intermediate representation of the input pattern which later serves as inputs to the classifier. To achieve high recognition rate, the preprocessed outputs must remain unchanged or little changed even if the input pattern is rotated, scaled or translated before attempting classification. The preprocessor consists of two blocks whose functions are described below.

### 2.1.1 Geometric Feature Extraction

Each pattern is represented by an NxN binary pixel where an ' 1 ' represents an on-pixel and an ' 0 ' represents an offpixel. This block computes the center of gravity of the image by arranging the $x$ and $y$ co-ordinates of the onpixels. Co-ordinates of all the on-pixels are then shifted with respect to this center. The center of gravity $(\bar{x}, \bar{y})$ of the pattern is calculated as

$$
\begin{aligned}
& \bar{x}=\sum_{i=1}^{N} \sum_{j=1}^{N} f\left(x_{i}, y_{j}\right) \cdot x_{i} / \sum_{i=1}^{N} \sum_{j=1}^{N} f\left(x_{i}, y_{j}\right) \\
& \bar{y}=\sum_{i=1}^{N} \sum_{j=1}^{N} f\left(x_{i}, y_{j}\right) \cdot y_{j} / \sum_{i=1}^{N} \sum_{j=1}^{N} f\left(x_{i}, y_{j}\right),
\end{aligned}
$$

where the function $f\left(x_{i}, y_{j}\right)$ of the pixel $\left(x_{i}, y_{j}\right)$ is either 1 or 0 . The radial distance $\left(r_{i j}, \theta_{i j}\right)$ of each on-pixel with respect to the center of gravity $(\bar{x}, \bar{y})$ is calculated. The computed radial distance is then normalized by the average radial distance of all on-pixels. The computation is as follows:

$$
\begin{aligned}
& r_{i j}\left(x_{i}, y_{j}\right)=\sqrt{\left(x_{i}-\bar{x}\right)^{2}+\left(y_{j}-\bar{y}\right)^{2}} \\
& \theta_{i j}\left(x_{i}, y_{j}\right)=\cos ^{-1 \frac{\left(x_{i}-\bar{x}\right)}{r_{i j}\left(x_{i}, y_{j}\right)}} \\
& r_{i j}^{\prime}=\frac{r\left(x_{i j}, y_{j}\right)}{r_{a v}} \\
& r_{a v}=\sum_{i=1}^{N} \sum_{j=1}^{N} r_{i j}\left(x_{i}, y_{j}\right) / \sum_{i=1}^{N} \sum_{j=1}^{N} f\left(x_{i}, y_{j}\right)
\end{aligned}
$$

where $r_{i j}\left(x_{i}, y_{j}\right)$ is the radial distance of the pixel $\left(x_{i}, y_{j}\right)$ from $(\bar{x}, \bar{y})$ and $r_{i j}^{\prime}$ is the normalized value of $r_{i j}\left(x_{i}, y_{j}\right)$ by the average radial distance $r_{a v} . \theta_{i j}\left(x_{i}, y_{j}\right)$ is the angle the pixel $\left(x_{i}, y_{j}\right)$ makes with the $x$-axis considering $(\bar{x}, \bar{y})$ as the origin. For all $i$ and $j$, the pair $\left(r_{i j}, \theta_{i j}\right)$ is described on the $r-\theta$ plane according to the increasing order of $\theta_{i j}$.

The feature values $\left(r_{i j}, \theta_{i j}\right)$ are translation invariant. The outputs of Geometric Feature Extraction block $\left(r_{i j}, \theta_{i j}\right)$ are both translation and scale invariant, or at least almost invariant in case of deformation due to scaling. The most important property of the output of this block is that, any rotation of the pattern by $\gamma$ degree will cause $\left(r_{i j}, \theta_{i j}\right)$ to be cyclically shifted by nearly $\gamma$ degree along the $\theta$-axis. Thus, to make the system rotational invariant, a cyclic shift invariant transform is needed. The outputs of the present block go through the Rapid Transform (RT) in the next stage and this makes the preprocessed outputs nearly invariant to translation, scaling and rotation.

The condition of using the Rapid Transform is that the number of inputs L must be of the form $\mathrm{L}=2^{\mathrm{M}}$. So $\left(r_{i j}, \theta_{i j}\right)$ are grouped into $2^{\mathrm{M}}$ groups which are then used as inputs of RT. All the $r_{i j}$ 's within the angel-slot of $\Delta \theta(\Delta \theta=2 \pi / L)$ are summed up to compute $X_{l}$, the $l$-th input to RT, in the following manner.

$$
\left.X_{l}=\frac{1}{n_{l}} \quad \sum_{\Delta \theta . l \leq \theta_{i j}}^{\leq \Delta \theta .(l+l)} r^{\prime} i j \right\rvert\, r_{i j}^{\prime} \theta_{i j}
$$

$$
0 \leq l \leq L-1
$$

Where $n_{l}$ is the number of $\left(r_{i j}, \theta_{i j}\right)$, i.e., on-pixels within the $l$-th interval. The reason of dividing by $\mathrm{n}_{l}$ is that, when scaled, a pattern may become thick or thin causing increment or decrement of on-pixels within that interval.

Normalization by $\mathrm{n}_{l}$ can tackle this thicking/thinning problem.

### 2.1.2 Rapid Transform

Rapid Transform (RT) [15] has the property of circular shift and reflection invariance of the input data sequence. RT is attractive for its computational simplicity. RT is not an orthogonal transform and has no inverse transform. The computation of RT is as follows:

$$
\begin{aligned}
& X_{2 l}^{(R)}=\left|X_{l}^{(R-1)}+X_{l+L / 2}^{(R-l)}\right|, \\
& X_{2 l}^{(R)}=\left|X_{l}^{(R-1)}-X_{l+L / 2}^{(R-l)}\right|, \quad(l=0,1, \ldots, L / 2-1)
\end{aligned}
$$

where $L$ is the number of input data, $R$ is the transformation step, $\left.(1 \leq \mathrm{R} \leq \mathrm{M}), \mathrm{M}=\log _{2} \mathrm{~L}\right), \mathrm{M}$ is the number of required steps, and $X_{l}$ is the $l$-th component of the transformed data.

The preprocessed outputs will be invariant to translation, scaling and rotation in an ideal case, i.e., on the assumption that scaling and rotation do not introduce noise in the pattern. However, in practical cases, a pattern is always deformed when scaled and/or rotated introducing some amount of noise. The preprocessed outputs will therefore, be somewhat changed on scaling or rotation. A neural network which has the desired capability of classifying patterns even with some amount of noise present is used as classifier in this system with the expectation that it will be able to deal with the deviation caused by scaling and rotation. A detailed description of the classifier is given in the following section.

### 2.2 Neural Network Classifier

At the final stage, a neural network classifier is used for classification. A relatively new multilayer feedforward learning algorithm called double backpropagation [14] is used to train the classifier. Compared to the standard backpropagation [16], double backpropagation has been reported to have improved generalization capability [14], [18]. In this paper, both types of networks were trained as classifier and a comparison is presented. The outputs of the preprocessor were given as inputs and locally represented target vectors were taken as the outputs of the network. In the following lines, double backpropagation algorithm is briefly discussed.

In double backpropagation, the energy term to be minimized is of the form
$\mathrm{E}=\mathrm{E}_{f}+\mathrm{E}_{b}$
$=\mathrm{E}_{f}+\left\{\frac{1}{2}\left(\frac{\partial \mathrm{E}_{f}}{\partial \mathrm{x}_{l}}\right)^{2}+\frac{1}{2}\left(\frac{\partial \mathrm{E}_{f}}{\partial \mathrm{x}_{2}}\right)^{2}+\cdots+\frac{1}{2}\left(\frac{\partial \mathrm{E}_{f}}{\partial \mathrm{x}_{l}}\right)^{2}\right\}$,
where $\mathrm{x}_{i}$ refers to the $i$-th (of total $l$ ) input component, $\mathrm{E}_{b}$ is called the backward energy and $\mathrm{E}_{f}$ is the energy function used in standard backpropagation and defined as
$\mathrm{E}_{f}=\frac{1}{2} \sum_{j=1}^{m}\left(\mathrm{~d}_{j}-\mathrm{y}_{j}\right)^{2}$,
where $\mathrm{d}_{j}$ and $\mathrm{y}_{j}$ are the $j$-the component of the desired and actual output, respectively.


Fig. 2: A double backpropagation network. The network above the dotted line is the appended network. Not all the weights are shown.

Fig. 2 shows a double backpropagation network. The network below the dashed line is the original backpropagation network and the one above the dotted line is the appended network [14]. The learning algorithm is implemented in the following steps.

1) The input to the network propagates forward through the original network, produces hidden unit's output $h_{k}$ and output unit output $\mathrm{y}_{j}$, and weight change is calculated as follows:
$\Delta \omega_{j k}=\eta \delta_{j} h_{k}$,
$\Delta \omega_{k i}=\eta \delta_{k} x_{i}$,
$\delta_{j}=\left(d_{j}-y_{j}\right) f^{\prime}\left(\right.$ net $\left._{j}\right)$,
$\delta_{k}=\left(\sum_{j=1}^{m} \delta_{j} \omega_{j k}\right) f^{\prime}\left(n e t_{k}\right)$,
$h_{k}=f\left(\right.$ net $\left._{k}\right)=f\left(\sum_{i=1}^{m} \omega_{k} x_{i}+\theta_{k}\right)$,
$\mathrm{y}_{i}=f\left(\right.$ net $\left._{j}\right)=f\left(\sum_{k=1}^{q} \omega_{j k} h_{k}+\theta_{j}\right)$,
where ' $i$ ', ' $k$ ', ' $j$ ' represents an input, hidden and output unit respectively, $l, q, m$ are the respective total numbers, and $\theta$ 's are the bias values.
2) Signal is propagated forward through the appended network and produces outputs $y_{j}^{a}, h_{k}^{a}$ and $x_{i}^{a}$ at unit ' $j$ ', ' $k$ ' and ' $i$ ' respectively as follows:
$y_{j}^{a}=\left(y_{j}-d_{j}\right) f^{\prime}\left(\right.$ net $\left._{j}\right)$,
$h_{k}^{a}=\left(\sum_{j=1}^{m} y_{j}^{a} \omega_{j k}\right) f\left(\right.$ net $\left._{k}\right)$,
$x_{i}^{a}=\left(\sum_{k=1}^{q} h_{k}^{a} \omega_{k i}\right)$.
Backward energy function is backpropagated from the top of the appended network down through the appended network. Weight change in the appended network is given by
$\Delta \omega_{k i}=-\eta x_{i}^{a} h_{k}^{a}$,
$\Delta \omega_{j k}=\eta\left(\sum_{i=1}^{l} x_{i}^{a} \omega_{k i}^{a}\right) f^{\prime}\left(n e t_{k}\right) \cdot y_{j}^{a}$.

Thus, in full double backpropagation, weight change is first calculated for one backward pass through the original network and then for another backward pass through both the appended and original network. In one training cycle, total change in each weight is the summation of these two changes.

### 3.0 SIMULATION RESULTS AND DISCUSSION

Based on the system described in the preceding section, simulation was carried out to classify and recognize ten English digit (0~9). Each digit consists of $64 \times 64$ binary image. One exemplar pattern per category is considered. Exemplary patterns are shown in Fig. 3. Each pattern goes through the preprocessing step and produces outputs which are then fed to neural network classifier. Here, 9 different architectures with different number of hidden $(5,7,9)$ and input $(16,32,64)$ units have been studied to investigate the effect of network size on overall performance. At the output layer, 10 units are used to represent 10 categories.

690 different patterns are used in classification phase. The test set for each category consists of 10 translated, 18 rotated, 15 scaled, and 36 both scaled and rotated patterns. The rotated test patterns were formed by rotating the exemplar from $5^{\circ}$ to $90^{\circ}$ at $5^{\circ}$ interval. Similarly, test patterns were formed by scaling the pattern by factor 0.5 ( $50 \%$ reduction) to 2.0 ( $200 \%$ enlargement) at 0.1 interval. Test patterns both scaled and rotational are formed first by scaling by factor 0.8 and 1.5 and then by rotating from $5^{\circ}$ $90^{\circ}$. A sample of test patterns are shown in Fig. 4.

Fig. 5 shows the outputs of the feature extraction stage for exemplar pattern ' 5 ' and its $90^{\circ}$ rotated version. It shows that the output is cyclically shifted by $90^{\circ}$ when the pattern is rotated. Since RT is cyclic shift invariant,


Fig. 3: Ten English digits (0~9) used in simulation


Fig. 4: Examples of some of test patterns used to test recognition ability of the system


Fig. 5: (a) Outputs of Feature Extraction Block for exemplar pattern '5'. (b) those for $90^{\circ}$ rotated version of '5'
outputs of the preprocessor remain the same in both cases. This substantiates the efficacy of the preprocessor. However, rotation of any exemplar pattern by an angle other than $90^{\circ}$ deforms the pattern and causes deviation in the preprocessed output. This deviation is expected to be tackled by the classifier.

Recognition ability of double backpropagation network and standard backpropagation was tested on the test patterns mentioned earlier. Upon presenting a test pattern to the system, the test pattern was recognized to belong to the category represented by the output unit of maximum value. Results are summarized in Table 1. Each network was trained 10 times and results presented in the table are the average of 10 trials. In the case of the translated pattern, recognition ability is always $100 \%$ and is not shown in the table. A 32-9-10 double BP network ( 32 input units, 9 hidden units, 10 output units) shows an overall recognition ability of nearly $97 \%$ on the test patterns.

Table 1: Percentage of correct recognition by BP and double BP network

| Learning <br> Algorithm | Network <br> size | Rotation | Scaling | Rotation <br> \& Scaling |
| :--- | :--- | :--- | :--- | :--- |
| BP | $16-9-10$ | 94.55 | 90.00 | 86.14 |
|  | $32-9-10$ | 95.17 | 95.16 | 89.44 |
|  | $64-9-10$ | 99.56 | 88.06 | 85.55 |
| Double <br> BP | $16-9-10$ | 96.94 | 94.53 | 91.69 |
|  | $32-9-10$ | 98.83 | 97.06 | 94.59 |
|  | $64-9-10$ | 99.61 | 93.93 | 92.39 |

The number of inputs to the classifier actually depends on the number of inputs and outputs of Rapid Transform. For example, when the number of inputs and outputs of RT is 64 , input size of classifier is 64 . This can be interpreted as extracting the feature of input pattern within a window of
$5.625^{\circ}$ angle $\left(360^{\circ} / 64=5.625^{\circ}\right)$ looking through the center of gravity of the pattern. Similarly, $11.25^{\circ}$ and $22.5^{\circ}$ angle for 32 and 16 inputs respectively. Results reveal that varying the number of input size does vary the recognition performance. Increasing the input size improves the recognition rate for rotation but does not guarantee improvement for scaling [18]. A narrower window gives finer details in feature extraction and consequently gives better recognition for rotation. But thicking/thinning due to scaling, specially for size reduction, seems not to work well in narrower window. Since a single network is used for classification, we must choose a network that gives good results in all cases. A network of a given size might perform best for rotation and another for scaling. In this experiment, a 32-9-10 network yielded best recognition rate. Again double backpropagation network shows better performance than standard backpropagation. However, the best network size is problem specific and has to be determined by trial.

### 4.0 CONCLUSION

In this paper, a simple invariant pattern recognition system is proposed. The preprocessor needs simple computational steps which make it computationally inexpensive and easier to implement. When the neural network is trained by double backpropagation algorithm, the system shows better recognition performance. However, the system needs to be tested with real-world data, e.g., handwritten characters and other similar applications.
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