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ABSTRACT 

With the rapid advancement of technologies and proliferation of intelligent devices, connecting to the internet 

challenges have grown manifold, such as ensuring communication security and keeping user credentials secret. 

Data integrity and user privacy have become crucial concerns in any ecosystem of advanced and interconnected 

communications. Cryptographic hash functions have been extensively employed to ensure data integrity in insecure 

environments. Hash functions are also combined with digital signatures to offer identity verification mechanisms 

and non-repudiation services. The federal organization National Institute of Standards and Technology (NIST) 

established the SHA to provide security and optimal performance over some time. The most well-known hashing 

standards are SHA-1, SHA-2, and SHA-3. This paper discusses the background of hashing, followed by elaborating 

on the evolution of the SHA family. The main goal is to present a comparative analysis of these hashing standards 

and focus on their security strength, performance and limitations against common attacks. The complete assessment 

was carried out using statistical analysis, performance analysis and extensive fault analysis over a defined test 

environment. The study outcome showcases the issues of SHA-1 besides exploring the security benefits of all the 

dominant variants of SHA-2 and SHA-3. The study also concludes that SHA-3 is the best option to mitigate novice 

intruders while allowing better performance cost-effectively.  

 

Keywords: Secured Hash Algorithms, Message Digest, Cryptographic Hashing, Statistical Analysis, Fault 

Analysis 

 

1.0 INTRODUCTION 

The Internet is more critical in the current era than ever before, and almost everyone uses Internet services for 

different purposes. In most cases, the data traversing over the Internet comprises private or concealed information 

that everybody wants to protect [1], [2]. The rapid advancement in technologies has raised significant concerns 

about protecting our data from unauthorized access. With advanced software programs, malicious users can 

intercept data in transit or breach the confidentiality of data stored on distributed storage systems such as the cloud 

[3]. Therefore, protecting its information is pivotal in safeguarding any organization or individual's company and 

client assets. Security usually means using the best preventive and defensive measures to protect data from 

unauthorized access [4]. Cryptography is the science of security applications that offers a mechanism for keeping 

users' information secure with privacy and confidentiality [5]. As an imperative sub-area of fast communication, 

cryptography allows a protected communication process between different users so that malicious users cannot 

access the contents inside the file [6]. However, this secure communication area has a long history of achievements 

and failures. Several encoding messages have appeared over the eras and are continually broken after a while [7]. A 

cryptographic hash algorithm aims to provide secure communication using the digest of messages to generate a hash 

value of data to detect unauthorized attempts to data. Hash algorithms are widely used in many applications, such as 

data integrity and corruption verification, ownership protection, authentication, and many more [8]. The system of 

cryptocurrency also depends on the hashing algorithms and functions. 
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The hashing algorithms are vital cryptographic primitives that accept input, process it and generate a digest [9]. The 

digest is a fixed-size alphanumeric string that humans cannot understand. Some older and newer versions of 

cryptographic hash functions are available such as the Message-Digest Algorithm 5 (MD5), MD4, SHA family, and 

many other hashing functions [10]. Hash is a computationally secure form of compression concerning security 

aspects [11]. There are different variants of SHA witnessed to date, e.g., SHA-1, SHA-2, SHA-256, SHA-348, and 

SHA-512. With the availability of discussion carried out by various research works and legal authorities, e.g., NIST, 

there are constantly evolving versions of secured encryption techniques [12], [13]. The research in this direction 

resulted in the formation of SHA-3, a new version. However, owing to the novel nature of the structure of this 

encryption technique, the degree of strength and weakness of this algorithm is still unknown. 

At present, there are various methods where SHA variants have been reportedly used for catering to different 

security demands, e.g., authentication of the electronic document [14], improving security system using chaotic map 

[15], secured message hiding [16], image security [17], improving anonymity [18], improving security by 

combining hashing with genetic science [19], strengthening security via blockchain [4], [20], authentication over the 

mobile network [21]. Apart from this, there is also literature [22], [23] on evaluating the strength of SHA. However, 

there is no explicit discussion to assess the strength of the three most essential SHA family members. 

The prime objective of this paper is to present a comparative assessment of SHA algorithms besides emphasizing 

the adoption of SHA-3. The specific goals of the paper are: 

 Assess the effectiveness of all the SHA versions over a similar test environment to chalk out a certain level 

of inference, and 

 Perform statistical analysis, performance analysis and extensive fault analysis to assess the strength of SHA 

approaches. 

The paper adopts a simple experimental design methodology considering three variants as well as sub-classes of 

SHA, i.e. SHA-1, SHA-2, and SHA-3. SHA-3 is exhibited to perform well in contrast to its counter-SHA1 and 

SHA2 versions with respect to minimal randomness of hashes, increased clock per byte, and maximal recovery of 

bits. Unlike any existing investigations, the proposed study contributes towards a generalized mathematical 

approach considering the standardized evaluation method to prove that SHA-3 is a robust and well-performing 

algorithm in a contemporary state. This outcome increases the higher adoption rate for any form of application that 

demands optimal security measures. 

The remaining sections of the paper are organized as follows: Section 2 provides a brief discussion on the hashing 

operation, while it is more elaborately discussed concerning its all-around aspect in section 3 with respect to the 

significant SHA variant. The proposed manuscript evaluates all the multiple variants of SHA via statistical analysis 

discussed in section 4, performance analysis addressed in section 5, and extensive fault analysis discussed in section 

6. The outline of the study outcome is briefed in section 7, while section 8 provides conclusive remarks. References 

are listed at the end. 

2.0 STUDY BACKGROUND 

The adoption of hashing mechanism is an integral part of the majority of security application designs. Technically, a 

hash function can be defined as a mathematical function that converts a numerical input value into another 

compressed numerical value. An arbitrary length is considered the input of a hash function, while a fixed length 

always characterizes hashing. Fig. 1 highlights the usage of messages of random length, which results in a fixed-

length hash value after being subjected to a hash function. 
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Fig. 1: Conventional Hashing Mechanism 

To develop it as an efficient cryptographic tool, specific essential properties must feature a standard hash function. 

The first important property is preimage resistance, which induces a computational challenge to reverse the hash 

function operation [24]. This property is essential as it safeguards from an intruder who has possession of hash value 

only and attempts to obtain the input data. The second important property is called second preimage resistance, 

which ensures a higher degree of complexity in getting hash from different inputs for a given input and hash [25]. 

This security property of hash ensures safety from an intruder who has both input value and its respective hash 

value. 

In contrast, the intruder is interested in replacing the alternative value as a legitimate value in the position of the 

source input value. The third property of hashing is Collision Resistance, which ensures complexity in obtaining two 

different input values of any length yielding the same hash [26]. This property provides that the collision is highly 

complex, making it difficult for the intruder to explore two input values to possess the same hash. Using these 

security properties makes it feasible to construct multiple security applications [27], [28]. One of the essential 

applications of hashing is to carry out password storage, while another frequently adopted application is data 

integrity. Most hashing can be utilized for authentication systems because the aforementioned two standards are 

frequently employed in applications [29]. 

The construction mechanism of hashing is also quite simplified as well as unique. Referring to Fig. 1, it can be seen 

that a mathematical function is quite essential to generating hashes. The sample message of arbitrary length, i.e., 

"John Smith," "Lisa Smith," "Sam Doe" and "Sandra Dee," will formulate blocks of data that further result in hash 

codes as an outcome. Usually, the size of such a data block resides in a range of 128-512 bits. At the same time, the 

hash function of different types constitutes to become a hashing algorithm. The processing of hashing operation 

consists of multiple rounds similar to block cipher. The process rounds continue until the complete messages are 

subjected to hash. 
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Fig. 2: Construction Process of Hash 

The process flow shown in Fig. 2 is also called as avalanche effect of hashing [30]. Due to the fact that the hash 

value associated with the first block of the message acts as an input file for the second hash operation and impacts 

the consecutive function, this effect generates unique hash values for messages without any form of mapping 

relation with each other. As a result, the two hash values differ by at least one bit of data. The construction process 

of hashing also has unique differences between hash algorithms and hash functions. The hash algorithm is defined as 

a complete process that formulates breaking down the message block. It also establishes the result obtained from the 

previous block of the message and their connectivity with the other generated blocks of messages. 

The hash function generates a hash code subjected to multiple blocks associated with a fixed-length of binary data as 

an outcome. Therefore, a hash function needs to map the anticipated input over its range of outcomes as evenly as 

feasible. The robustness of hashing is carried out considering theoretical and practical approaches. Theoretical 

methods will mainly compute the probability of mapping all the keys in a single slot, whereas the practical process 

will consist of assessing the longest probe sequence. Usually, the practical method consists of uniform hashing, 

which means that any key value can be used to map specific slots with maximum probability. However, such 

probability of a real-time attack is significantly small, and hence, hashing is one of the cost-effective mechanisms 

adopted in network security. 

3.0 SHA FAMILY 

The adoption of hashing is witnessed in improving security over different application variants [31], [32], [33], [34], 

[35]. The hashing algorithm effectively identifies and validates that a legal person forwards the data received by a 

user, or the received information is authentic and not altered [36]. Many algorithms have been introduced to 

generate hash values, some of which were rejected, and some have become standards. Message Digest (MD) and 

SHA (SHA-1 and SHA-2) are the popularly accepted standards for generating hash values [37], [38]. It is always 

necessary to upgrade to a new technique or replace an existing one to meet the latest requirements with technology 

developments. A hash algorithm is an explicit cryptographic operation that alters an arbitrary-length input message 

to a fixed compressed numerical value called a hash value. The fundamental attributes of the hash algorithms are 

that it is difficult to find two different messages with the same hash value [39]. A typical process of the hash 

algorithm is exhibited in Fig. 3. 
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Fig. 3: A Typical Process of Hash Algorithm 

A hash function is a mathematical operation that takes in plain message data of variable length and provides a fixed 

size of the hash message value. Numerically, the process of a hash algorithm can be expressed as follows: 

𝐻(𝑓𝑥): {0,1}∗  → {0,1}𝑛       (1) 

In expression (1), {0,1}∗ indicates the set of arbitrary-length elements, including the empty string, and {0,1}𝑛 refers 

to elements with length 𝑛 . Therefore, a hash function maps a set of fixed-length elements to arbitrary-length 

elements. However, the length of the output hashed values mainly depends on the type of hash algorithm used. 

Generally, the size of the hash algorithms ranges between 160 bits and 1088 bits. To obtain a preset fixed-length 

hash value, the input message must be divided into fixed-size data blocks because the hash function receives data 

with a fixed length, as shown in Fig. 4. 
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Fig. 4: A Typical Process of Fixed-Size Data Blocks 

The data block sizes vary depending on the type of algorithm used. For instance, let's consider the case of SHA-1, 

which takes plain text messages in the block size of 512 bits. If the plain text message's length is 512-bit, the hash 

function 𝐻(𝑓𝑥) executes 80 rounds (80 rounds means one-time execution). If the plain text message's length is 

1024-bit, then the message will be divided into two fixed-length block sizes of 512-bit and the hash function 

executing two times. However, the size of plain text messages is rarely in multiple of 512-bit. A technique called 

padding is considered to divide input plain text messages into fixed-length data blocks for other cases. The process 

of the fixed-length block is demonstrated in Fig. 4. The plain text message is first divided into multiple fixed-length 

block sizes, and the output of the first data block and the consecutive data block is fed to the hash function. 

Therefore, the final output is the shared value of all blocks. If the alteration of one bit anywhere in the text message, 

the overall hashed value will be changed, called the avalanche effect [40], [41]. 

3.1 Properties of Hash Function 

 

A hash function should satisfy the following properties [42], [43]. 
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 Resistance to Collision Attacks: This attribute indicates that two different messages should not have the 

same hash value. An adversary can't identify the same hash value 𝐻(𝑚) for two messages (𝑚1, 𝑚2). 

Collision attacks refer to a process when a pair of different messages with the same hash 𝐻(𝑚) conflict 

attacks occur. The hash function must have the exact property of not constructing the same hashed value 

for two different messages. 

 Resistance to Preimage Attacks: This property refers to the function of a hash algorithm strong enough that 

it will be challenging to generate the corresponding message for a given hash value. Therefore, the hash 

function should have preimage resistance. Preimage refers to a message that hashed to a provided value. 

This attack generally considers that at least one message is hashed to a given value. Therefore, an adversary 

cannot obtain the original data from the given hash value. 

 Resistance to Second Preimage Attacks: Given a message, it must not be possible to identify another 

message that will construct the same hash value as the previous message. Therefore, the hash function must 

have the ability to resist the second preimage attack. A second preimage refers to a message that hashes to 

the same value as a given message. 

 

3.2 Secure Hash Algorithms 

 

SHA is a cluster of hash mathematical functions released by NIST as a US Federal Information Processing Standard. 

NIST first proposed the SHA-1 hash algorithm in 1995. The design principle of this algorithm is based on Merkle 

Damgard's structure as MD5 (Fig. 5). The algorithm uses a string of any length and provides a 160-bit compressed 

MD for variable-length input messages. Usually, in this scheme, the message is padded with 1; the required 0's are 

added to make the message length equal to 64 bits (less than an even multiple of 512). Sixty-four bits representing 

the length of the original message are added to the end of the padded message, which is processed in 512-bit data 

blocks. The following are the functional steps involved in SHA-1: The first step is padding bits to the end of the 

message length. The next step is subjected to the process of length appending. The third step is about dividing the 

input message into 512-bit data blocks. In this step of the hashing algorithm, chaining variables are initialized, i.e., 

internal state size. This means that number of bits is carried over to the next block. Fig. 5 shows the operation of 

SHA-1. 

In SHA-1, five chaining variables of 32 bits are taken, i.e., each equals 160 bits of the total. The final step is block 

processing. In this step, chaining variables are copied, and the data block of 512 bits is divided into 16 sub-blocks 

processed for 80 rounds for single-time execution. SHA-1 is used in a wide range of security applications and 

protocols, including Transport Layer Security and SSL, PGP, SSH, S/MIME and IPsec. However, this hash 

algorithm is vulnerable to collision attacks due to cryptographic flaws. In the past few years, confirmed cases of 

collision attacks have been reported for this algorithm. As a result, after 2010, most encryption users no longer 

recognize this standard. 

NIST introduced the SHA-2 hashing algorithm in 2002 with hash code lengths of 224, 256, 348 and 512. The design 

principle of this algorithm is based on the similar approach of the MD5 and SHA-1. However, this algorithm is more 

robust than SHA-1 due to the inclusion of a nonlinear function in the compression module [31]. Fig. 6 shows the 

operation of SHA-2. 
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Fig. 5: One SHA-1 Round [37] 
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Fig. 6: One SHA-2 Round [22] 

In SHA-2, the message is padded with 1; the required number of 0's are added to make its length equal to sixty-four 

bits (less than an even multiple of 512). Sixty-four bits representing the length of the original message are added to 

the end of the padded message, which is processed in 512-bit data blocks. Each data block contains 1024 bits as a 

sequence of 64-bit words and supports SHA-512 and SHA-384. However, SHA-2 is not preferred to ensure 

integrity, as it has less time-efficiency than SHA-1 due to the absence of multithreading. Besides, SHA-256 for hash 

cash is primarily used in cryptocurrency to achieve security on the transactions among peers in the Bitcoin network. 

Both SHA-512 and SHA-256 are new functions that use different constants and shift amounts and differ in the 

number of rounds. A research study carried out has reported that SHA-2 is vulnerable to attacks. Following is the 

overview of the computing steps involved in SHA-2: 

 The padded length - The total message length to be hashed should be a multiple of 1024 bits.  
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 The padding is initiated by adding 1 as the first bit followed by the required number of 0's with 128 bits 

message {𝑚1, 𝑚2 … 𝑚𝑛} 

 Initial hash value, 𝐻(0) 𝑡𝑜 𝐻(𝑖) = 𝐻(𝑖−1) + 𝐶𝑀
(𝑖)

(𝐻(𝑖−1)) 

 Where C indicates compression function and 𝐻(𝑁) is the hash value of the message (𝑚). 

 The output obtained from SHA-256 is the 64 bits of a message, and the six logical attributes function as 𝑎, 

𝑏, 𝑐 with a 64-bit message.  

After a successful collision attack in SHA-1, an open competition was announced by NIST to develop SHA-3 (a 

new hash algorithm). A few years later, on October 2, 2012, the Keccak (as SHA-3) was announced as the 

competition winner. In 2015, NIST recognized SHA-3 as a standard hash function [32], [33]. Its operation is shown 

in Fig. 7. 
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Fig. 7: One SHA-3 Round [36] 

SHA-3 utilizes a sponge structure that consists of two phases, the first is the absorbing phase, and the second is the 

squeeze phase. The message block should be XORed into sub-space in the absorption phase and converted. In the 

squeezing step, output blocks are analyzed from the same sub-space and transformed with state transitions. The 

different variants of SHA-3 consisting of SHA-3:224, SHA-3:256, SHA-3:348, SHA-3:512 generate 224, 256, 348, 

and 512-bit message digests, respectively. It uses a block size of 1152, 1088, 832 and 576 bits, respectively. 

This algorithm shows relatively low software performance compared with other hash functions. The comparative 

analysis of different SHA variants is demonstrated in Table 1 and Table 2 with their essential parameters. Table 1 

presents a comparative analysis of different secure hashing algorithms. The study is carried out concerning the 

functional parameters of each technique discussed. In Table 2, a comparative analysis is given concerning the 

security aspect and computational parameters. 

Table 1: Comparative Analysis of SHA concerning their parameters 

Secure Hashing 

Algorithm 

Output Size 

(Bits) 

Internal State 

Size (Bits) 

Block 

Size 

(Bits) 

Rounds Operation 

SHA-1 160 160(5x32) 512 80 

AND, XOR, OR, 

Add(mod 232), 

Rotate with no 

carry 

SHA-2 

SHA-224 224 

256(8x32) 512 64 

AND, XOR, OR, 

Add(mod 232), 

Rotate with no 

carry, Right 

Logical Shift 

SHA-256 256 

SHA-384 384 

512(6x64) 1024 80 

AND, XOR, OR, 

Add(mod 264), 

Rotate with no 

carry  

SHA-512 512 

SHA-512/224 224 

SHA-512/256 256 
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SHA-3 

SHA-3-224 224 

1600(5x5x64) 

1152 

24 

AND, XOR, 

NOT, Rotate 

with no carry 

SHA-3-256 256 1088 

SHA-3-512 384 832 

SHA-3-512 512 576 

SHAKE128 d(arbitrary) 1344 

SHAKE256 d(arbitrary) 1088 

 

Table 2: Comparative Analysis of SHA on Security and Computational Performance 

Secure Hashing 

Algorithm 

Security (in Bits 

Against Collision 

Attack) 

Capacity 

Against 

Extensive 

Length Attacks 

Performance on 

Skylake Year of 

Release 
Long 

Message 
8 bytes 

SHA-1 <63 (collusion found) 0 3.47 52 1995 

SHA-2 

SHA-224 112 32 7.62 84.50 2004 

SHA-256 128 0 7.63 85.25 2001 

SHA-384 192 128(≤384) 5.12 135.75 
2001 

SHA-512 256 0 5.06 135.50 

SHA-512/224 112 288 5.12 135.75 
2012 

SHA-512/256 128 256 5.12 135.75 

SHA-3 

SHA-3-224 112 448 8.12 154.25 

2015 

SHA-3-256 128 512 8.59 155.50 

SHA-3-384 192 768 11.06 164.00 

SHA-3-512 256 1024 15.88 164.00 

SHAKE128 min(d/2,128) 256 7.08 155.25 

SHAKE256 min(d/2,256) 512 8.59 155.50 

 

3.3 Issues in SHA-1 and SHA-2 

 

SHA-1 and SHA-2 were both introduced by the NSA and issued as patents for public use. Although SHA-1 and 

SHA-2 are not identical, they are designed based on the same mathematical concept, which comprises the same 

flaws. However, the reason that makes SHA-2 more secure than SHA-1 is that SHA-2 uses more considerable input 

and output, and it generates hash values with increased length. Since SHA-1 and SHA-2 are different, they hold 

similar algorithmic logic and eventually, specific hash lengths may be vulnerable to a similar collision attack. Since 

2008, there have been public attacks on SHA-2 like SHA-1, and attacks against SHA-2 are getting severe over time. 

Some of the recent threats to SHA-2 were publicly declared in 2016. Likewise, it is expected that the existing hash 

will be attacked and become weaker over time. The federal authority of NIST selected SHA-3 as an improved hash 

standard, which is different from the SHA family and can be used when required. In 2010, Keccak Hash was mainly 

chosen as the only finalist. NIST released the standard in 2015, and SHA-3 became the certified standard. However, 

SHA-1 has promoted the entire world's development, and due to cryptography flaws, the significant shift towards 

SHA-2 took place in late 2016 and 2017. The deadline for the cut-off for obtaining SHA-1 certificates was on 

December 31, 2017. However, SHA-3 adoption is still in its infancy, and the reasons are listed: 

 The prime reason is that implementation of SHA-3 is limited to the research domain only, and most of the 

existing software and hardware are yet not fully ready to support it. It also requires a customized code or 

program for each device to support it. 

 If the recommended guidelines were to shift from SHA-1 to SHA-3, the hash vendors would have done this 

rather than moving to SHA-2 due to similar effort and cost. 

 Most importantly, SHA-3 is a relatively new standardized hashing technique and was released when the 

SHA-2 migration schemes were still being explored. 
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 Another reason is that SHA-2 is an improved version of SHA-1, so it is not much vulnerable to collision 

attacks as SHA-1. Implementation of any version of the SHA-2 hashing algorithm is sufficient in the 

current scenario of today's digital world. 

Many research studies also explored that SHA-3 is much slower than SHA-2. So, why shift over SHA-3, which is 

slower? 

3.4 Reason for Shifting Towards SHA-3 

 

The advancement of technology has laid out specific requirements that drive an upgrade to a new hashing technique 

to cope with the requirements needed in futuristic computing. SHA-3 is a robust technique compared to the existing 

hashing algorithms. In upcoming years, every system will undoubtedly shift to SHA-3. However, it depends on how 

the actual threats and security attacks on SHA-2 keep happening. In terms of software, the existing hashing schemes 

on windows machines are faster than SHA-3. Nonetheless, in terms of hardware, it easily defeated existing SHA-1 

and SHA-2 hashing schemes. The cryptographic procedures are gradually controlled by hardware components in the 

future technology like an ecosystem of the Internet of Cyber-Physical Things (IoCPT). With the advancement of 

technologies, the CPU or processor is getting faster and faster. So, in most scenarios, the time required to hash will 

not cause much burden. Furthermore, few researchers [44], [45] have explored various ways to improve the speed of 

SHA-3 in software. In the context of the security strength of SHA-3 few significant points are highlighted as 

follows: 

 SHA-3 provides a secure one-way hash function. More particularly, it is not susceptible to length 

expansion attacks. In this case, the input cannot be reconstructed using only the hash output, nor the input 

data can be altered by changing the hash value. Although SHA-3 offers the updated secure hash algorithm, 

the existing hashing algorithm SHA-2is still feasible for some applications. 

 NIST still believes that only two identical hash functions (i.e., SHA-256 and SHA-512) of SHA-2 are 

secure. 

 However, the newly released SHA-3 algorithm complements the existing SHA-2 while offering large 

varieties. 

SHA-3 offers various functions with different digest bit lengths, including SHA-3-224, SHA-3-256, SHA-3-384, 

and SHA-3-512. It also offers two flexible output functions, SHAKE-128 and SHAKE-256, where 128 and 256 

extensions are security robustness factors, which can be utilized to attain global and randomized hashing, hash-

based message authentication code and even for performing stream encryption. 

4.0 STATISTICAL ANALYSIS 

This section discusses the statistical analysis being carried out over different variants of the SHA family. An open-

source platform of Java is considered for experimenting with a standard 64-bit Windows machine. The proposed 

analysis considers Java Cryptography API to generate the hashes [46], assuming a sample binary string of ten 

thousand random messages. The digest size for input and output is retained for the more straightforward analysis. 

The statistical analysis is carried out for SHA-1 with 160 bits and SHA-2 and SHA-3 with 512 bits. Although there 

are various SHA-2 and SHA-3, the proposed analysis chooses a 512-bit variant of both. The statistical analysis in 

the proposed study is carried out using the series test, bits probability test, and Hamming distance test. 

4.1 Series Test 

 

The proposed system carries out a non-parametric test that considers random samples from multiple populations 

associated with the cumulative distribution of continuous data. The prime idea of this test is to measure the state of 

the randomness of the hashes with clear insight towards studying the dependencies of each hash function. The 

mathematical expression of assessing test statistics ∅ is as follows: 

∅ =
∆𝜓

𝜎
       (2) 

In expression (2), Δ𝜓 is evaluated by the difference between 𝜓 and 𝜓1, which represents series cardinality depicted 

by one hash and anticipated cardinality of series. The variable σ represents the standard deviation. Further, the 

computation of 𝜓1 depends upon two parameters of the cardinality of hashes, i.e., favourable cardinality 𝑐𝑓 and total 

cardinality 𝑐𝑡, while their empirical relationship is as follows: 
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𝜓1 =
2𝑐𝑓

𝑐𝑡
+ 1           (3) 

In expression (3), 𝑐𝑓 and 𝑐𝑡 are computed as (𝑐0 ∗ 𝑐) and (𝑐0 + 𝑐), where 𝑐0 and 𝑐 represent the cardinality of sub-

sequences which has all the 0 and 1, respectively. Considering the significance level of 5%, the proposed system 

carries out the series test. It will mean that the hypothesis for random creation of hash will be proven effective if the 

absolute value of test statistics ∅ is more than test statistics corresponding to 0.975, which will be 1.96.  

Table 3: Accomplished Numerical Outcome of Series Test 

Item 
Hash Function 

SHA-1 SHA-2 SHA-3 

Maximum 5.34 5.15 5.41 

Minimum 0 0 0 

Average 0.81 0.91 0.81 

Standard Deviation ±0.71 ±0.72 ±0.61 

 

From the above numerical outcomes (Table 3), SHA-3 is the lowest value of standard deviation that is statistically 

significant to exhibit the best test outcome compared to the SHA-1 and SHA-2 family of hashes. 

 

4.2 Bits Probability Test 

 

This is the second statistical test carried out in the proposed system to assess the predictability of the bits present in 

the MD. As a result, the study computes the probability of one second for every position of the message bit. 

Accordingly, the ideal condition will confirm 0 in 50% probability while 1 in another 50% probability. 

Mathematically, it can be represented as follows: 

𝑃𝑟𝑜𝑏𝑖(𝑖) =
∑ ℎ[𝑗][𝑖]𝑚𝑎𝑥

𝑗=1

𝑚𝑎𝑥
      (4) 

In the above expression (4), the computation of probability 𝑃𝑟𝑜𝑏  is carried out by considering the maximum 

position of bit 𝑚𝑎𝑥 and a maximum length of hash. The expression also represents ℎ as the hash values of the table 

associated with yielded MD. The assessment considers the max value to be 10000 in expression (3). The proposed 

analysis is carried out by considering test statistics |∅| discussed in expression (4) in the following sub-section. With 

an anticipated outcome of 50% probability, the assessment is regarded as a pass if the value |∅| is found to be less 

than 1.96. The numerical outcome is shown in Table 4. 

Table 4: Accomplished Numerical Outcome of Bit Prediction 

Item 
Probability 

SHA-1 SHA-2 SHA-3 

Maximum 52.46 52.57 52.85 

Minimum 49.31 49.51 49.87 

Average 51.15 49.01 50.01 

Standard Deviation ±0.53 ±0.54 ±0.52 

 

A closer look at the above numerically tabulated value shows the average value in the proximity of 50% with a 

reduced standard deviation. It can also be noted that the performance of both SHA-1 and SHA-2 are nearly 

equivalent, where the analysis found 510 bits to possess a probability value that is different in comparison to 50%. 

While, the computation of absolute test statistics |∅|  for SHA-1 and SHA-2 is found to be 1.05 and 0.82, 

respectively, representing the higher predictability property of both hash functions. On the other hand, the numerical 

outcome of SHA-2 is also found slightly to be equivalent to SHA-3. It was found that 507 bits out of 512 bits do not 

meet the condition of 50% probability with a minor difference. The analyzed test statistics value of |∅| is 0.328, 

demonstrating a lower prediction probability score than SHA-1 and SHA-2. Based on this test, it can be said that the 

proposed outcome exhibits lower predictability for SHA-3 than SHA-1 and SHA-2. 
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4.3 Hamming Distance Test 

 

This is the third statistical analysis in the proposed evaluation to identify the significant impact of minor alteration in 

data towards outcome hash files. This assessment form involves applying a t-student test to compute the test 

statistics |∅|. This test constructs a hypothesis that the hash function can successfully pass through if the numerical 

score of the test statistic resides between 0 and 1.96 of the confidence intervals. The anticipated outcome of the test 

statistics is equivalent to half the hash size with 5% of the significance level. The mathematical formulation for this 

assessment of test statistics |∅| can be represented as shown in expression (5): 

|∅| = |
𝑣𝑎𝑣−𝑣𝑒𝑥

𝜎
√𝑠𝑠𝑖𝑧𝑒|      (5) 

The prime purpose of this part of the analysis is to compute the Hamming distance between the hash. The operation 

carried out in this analysis is: considering 𝑋1 and 𝑋2 are primary and secondary bits of information, then the length 

of 𝑋1 is equivalent to the size of 𝑋2. Therefore, Hamming distance computation is carried out as 𝑋3 = 𝑋1 ⊕ 𝑋2. 

This distance represents the cardinality of position with discretely different values for both 𝑋1  and 𝑋2 . The 

numerical outcomes of Hamming distance are shown in Table 5. 

Table 5: Accomplished Numerical Outcome of Series Test 

Item 
Hash Function 

SHA-1 SHA-2 SHA-3 

Maximum 5.34 5.15 5.41 

Minimum 0 0 0 

Average 0.81 0.91 0.81 

Standard Deviation ±0.71 ±0.72 ±0.61 

 

From the numerical outcomes of Hamming distance in Table 5, it can be seen that absolute test statistics |∅| for 

SHA-1 is about 1.28, which will mean that a minor alteration in the input data will affect 50% of the hashes of SHA-

1. Regarding SHA-2, the hash variation is sometimes closer to and lower than 50%, while the average test statistic 
|∅| is about 0.159. This outcome shows SHA-2 to perform better than SHA-1. From the viewpoint of SHA-3, in the 

majority of the cases, the critical values of test statistics are found to be 0.44, which exhibits SHA-2 is still the best 

outcome. At the same time, SHA-3 and SHA-1 occupy the third and second positions, respectively. 

5.0 PERFORMANCE ANALYSIS 

The performance analysis of the SHA family is carried out considering the number of cycles utilized for data (byte) 

processing. Unlike conventional analysis mechanisms using data transmitted per unit time, the proposed analysis 

considers the processor's clock cycles to perform data processing. To compute the number of cycles utilized in 

processing one unit of data associated with the encrypted hash function, the amount of the data processed is divided 

by the cycles it consumes to process the data. It is to be noted that this performance parameter could significantly 

differ from one to another encryption option. The prime justification behind adopting this performance parameter is 

that it offers the possibility to compute total duration, which will mean that the processor with maximal frequency 

will exhibit better performance. Furthermore, this performance parameter will directly indicate the effective 

processing capability of all kinds of cryptographic operations. 

The computation of the cycles per data is carried out as follows: 

𝑐𝑦𝑐𝑙𝑒𝑠𝑝𝑒𝑟𝑑𝑎𝑡𝑎 =
(𝐷ℎ∗𝜆)

𝑙𝑒𝑛
     (6) 

Expression (6) shows that cycles per data depend on the duration of hashing operation 𝐷ℎ, CPU frequency 𝜆, and 

length of input message 𝑙𝑒𝑛. To carry out this performance analysis, the proposed study considers cycles per data 

(or byte) as the prime observational values in the presence of 1 kB, 1 MB, and 64 MB input message size in a 

typical 64-bit windows environment. This evaluation method will give a complete idea of the scalability 

performance of the SHA approach over a similar test environment. 
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(c) 

Fig. 8: Performance Analysis for a) 1 KB, b) 1 MB, and c) 64 MB input data 

The outcome exhibited in Fig. 8 highlights three different test cases to assess the clock usage per byte involved for 

three different variants of the hash function. Fig. 8(a) shows that SHA-1 has the lower occupation of around 200 

cycles per byte, which is the best result compared to the other two variants of the hash function, i.e., SHA-2 and 

SHA-3. A closer look into SHA-2 shows no significant increase in cycles ranging between 700-800 cycles per byte. 

At the same time, SHA-3 and its three variants range between 890-1100 cycles per byte. A similar trend is observed 

in Fig. 8(b) and Fig. 8(c). Another observation among the three graphical outcomes shows an increase in cycles per 

byte with the input message size. Despite the reduced occupation of cycles per byte by SHA-1, it cannot be 

considered adequate concerning its security operation. It is known that SHA-1 is anticipated to be operational in no 

two segments that operate through the internal process, which is again expected to be equivalent to the same hash. It 

is also known that the hash of SHA-1 usually is 160 bits long (i.e., a string of 160 zeroes and ones), referring to the 

presence of 2160 or 1.4 quindecillion possibilities of hash. This is significantly less when compared with SHA-2 

variants. Another significant observation is that theoretically, SHA-2 offers better performance than SHA-3 variants, 

especially regarding SHA-2-224 and SHA-2-512. SHA-2 variants utilize a structure of Davies-Meyer considering a 

block cipher that is constructed from MD4. On the other hand, SHA-3 variants make use of sponge structure 

considering the permutation of Keccak. This makes the complete internal structure different for both the variants of 

SHA-2 and SHA-3. 

There are no concrete criteria to confirm that anyone has more potential based on the outcome. SHA-1 possesses 

structural weakness, making it vulnerable to attacks like brute force. On the other hand, SHA-2 and SHA-3 are the 

same and cannot be considered to possess structural weaknesses. On the contrary, SHA-3 is slower than SHA-2, as 

exhibited by more cycles per byte in Fig. 8(b) and Fig. 8(c). Hence, from performance analysis based on cycles per 

byte, SHA-2 confirms to offer better performance. However, from a security viewpoint, there are few potential 

benefits of SHA-3 compared to SHA-2. The prime contribution of SHA-3 is its Keccak sponge that can be utilized 

both in the form of Media Access Control (MAC) and hash, unlike SHA-2, which also results in an increase of 

cycles per byte in the presented outcome of Fig. 8. It is used as a function that can derive the secret key cost-

effectively. Although SHA-3 has more cycle per byte inclusion and will demand slightly more resources, they are 

still cost-effective security solutions. This outcome shows the higher applicability of SHA-3 on Internet of Things 

(IoT) systems, which requires using the low-powered device with cost-effectiveness. As the construction of SHA-3 

completely differs from SHA-2 variants, it is unlikely to apply SHA-3 in case of new intruder breaks in SHA-2 or 

vice-versa. Therefore, both SHA-2 and SHA-3 must be emphasized equally for making a more straightforward 

transition to SHA-3 until SHA-3 is proven to be 100% effective from a performance and security viewpoint. 

6.0 EXTENSIVE FAULT ANALYSIS 

An extensive fault analysis using differential and Algebraic Fault Analysis (AFA) strategies to evaluate the strength 

of all three variants of the SHA algorithm was carried out. This part of the analysis considered the message size for 
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SHA-2 and SHA-3 limited to 224 and 256 only as there were no significant differences in the outcome achieved in 

256 and 512 message sizes for two variants of SHA, i.e., SHA-2 and SHA-3. The prime objective of the Differential 

Fault Analysis (DFA) was to retrieve the information of an inner state by using the difference in the correlation 

among the defective resultants and all intermediate parameters in contrast to the appropriate resultant. DFA was 

initially used to analyze block ciphers' strength, DES algorithm, hash functions and stream ciphers [47]. On the 

other hand, a different variant called Algebraic Fault Analysis (AFA) integrates algebraic crypto analysis with fault 

injection; and an algebraic expression is used over a finite field geometry to translate faults and cryptographic 

function. Technology of Satisfiability (SAT) Solver or Satisfiability Modulo Theories (SMT) is often used for 

recovering the message or secret key in such a mechanism [48]. 

It has been noted that analysis is more effective when carried out with AFA than DFA as the solver's complete 

propagation of fault reduces the dependency on human intervention to introduce the intrusion. Moreover, the 

application of AFA was found to automate the DFA mechanism toward hash function, stream ciphers and block 

ciphers [47]. The recovery problem associated with an internal state has been investigated in the proposed system 

concerning SHA-1, SHA-2 (224, 256), and SHA-3 (224, 256). This was carried out using the boolean expression for 

the operation, followed by using SAT solver to explore the solution for all parameters connected with confidential 

information. It was carried out by constructing an equation set for all hash functions associated with faulty and 

appropriate execution. The expression for a proper hash 𝐻 considering the input of 𝐿𝑖
22 as: 

𝐻 = 𝐴. 𝐵        (7) 

In expression (7), the variable 𝐴 = 𝑓(𝜓23, 𝐵, 𝑆, 𝑅, 𝐿) and 𝐵 = 𝑓(𝜓22, 𝐵, 𝑆, 𝑅, 𝐿(𝐿𝑖
22)), where 𝜓23/ 𝜓22 represents 

binary XOR operation, 𝐵 represents a binary operation in rows over state bits, 𝑆 represents in-slice permutation over 

state bits, 𝑅 represents rotation over state bits 𝐿 represents linear operation with all input bits and single output bits. 

The above expression is slightly modified to include a fault in the form of 𝛥𝐿_𝑖^22 to generate a fault hash of: 

𝐻1 =  𝐴. 𝐵1            (8) 

In expression (8), 𝐵1 represents 𝐵1 = 𝑓(𝜓22, 𝐵, 𝑆, 𝑅, 𝐿(𝐿_𝑖^22⨁𝛥𝐿_𝑖^22)). Considering the individual cases of all 

the variants of a hash function, the value of 𝐻 and 𝐻1 in expressions (1) and (2) can be 𝑥-bits. A closer look into 

this strategy will showcase that the value of 𝛥𝐵_𝑖^23 can be extracted using H and H1 differential while the same 

attacker can use 𝐵_𝑖^23 to launch an attack.  

𝐵𝑜(𝑥, 𝑦, 𝑧) = 𝐵𝑖(𝑥, 𝑦, 𝑧) ⨁ 𝐵𝑖(𝑥 + 2, 𝑦, 𝑧) ⨁ 𝐵𝑖(𝑥 + 1, 𝑦, 𝑧). 𝐵𝑖(𝑥 + 2, 𝑦, 𝑧)  (9) 

However, the expression (9) mentioned above differs for all the three hash functions, but it will perform faster for 

AFA, recovering 𝐵_𝑖^22  bits of data. It should be carefully noted that there is a significant level of inter-

dependencies towards all the internal states with reversible functions. It will mean that a compromising attempt 

toward the hash algorithm can be carried out by extracting only one internal state. The solution to the proposed 

scheme of fault analysis will be just one uniquely recovered bit of information. Therefore, there is a need to explore 

𝐵_𝑖^22 bits of information in the influence of fault injection. The SAT solver is executed to explore the initial 

rounds of solution and then reduce them to non-repeating bits. 
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(a) 

 

(b) 

Fig. 9: Comparative Analysis of Fault Ratio (a) For 8 Bits and (b) For 16 Bits 

The outcome shown in Fig. 9 highlights that both the variants of SHA-3 offer a higher value of fault ratio than the 

two variants of SHA-2 and SHA-1 when assessed using 8 and 16-bit values, respectively. An intruder can recognize 

the injected fault associated with a particular injection. The ratio of effective fault can be computed by considering a 

cumulative number of feasible faults for a specific number of positions with all possible fault values. This outcome 

showcases that adopting the SHA-3 variant for higher message size results in higher recovery of bits (Fig. 10) 

irrespective of AFA and DFA consideration. The outcome eventually infers that SHA-3 variants are always practical 

to adopt while dealing with a new generation of attacks; however, SHA-2 variants will also be capable enough to 

deal with previously reported attacks in literature. 
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(a) 

 

(b) 

Fig. 10: Comparative Analysis of Recovered Bits: a) For AFA and b) For DFA 
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(a) 

 

(b) 

Fig. 11: Comparative Analysis of Processing Time (a) For AFA and (b) For DFA 

The next part of the analysis investigates the recovered bits (Fig. 10). It is feasible for attackers to inject a different 

number of faults associated with the same input and execute all hash variant functions targeting the retrieval of the 

internal state of 𝐵_𝑖^22. The result is presented for the recovery process of SHA-1, SHA-224, SHA-256, SHA-3-

224, and SHA-3-256 to see the higher capability of AFA compared to DFA with more 𝐵_𝑖^22 bits. The outcome 

shows that SHA-3 offers lesser dependencies of less fault injection than other SHAs to recover the total value of the 

bit state. At the same time, analysis is carried out regarding the time required to perform cryptanalysis. (Fig. 11) 

showcases no significant difference between AFA and DFA performance for SHA-3 and SHA-2, but SHA-3 offers 

more time than SHA-2 variants. This is because the SAT solver required more time to recognize the faults, followed 

by recovering the internal states of the bits. Hence, the proposed investigation shows that SHA-3 offers better 

security features than other SHA variants. 

7.0 STUDY OUTCOME 

After performing an extensive assessment of the SHA family, the following learning outcomes have been drawn: 
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 The statistical analysis exhibits that SHA-3 has the lowest randomness of hashes than SHA-2 in the series 

test. Again, SHA-3 performance was found to have a lower predictability score, as seen from the bit 

probability test. This signifies that even with a less state of randomness, SHA-3 is hard to predict for a 

given number of bits present in the MD. This outcome makes SHA-3 more robust and resilient from 

unknown attackers. The Hamming distance test shows better results for SHA-2 compared to SHA-3. 

However, the sponge construction of SHA-3 as an internal structure will offer more security strength for 

novice forms of attackers. Hence, SHA-3 is the best complimentary solution on top of the SHA-2 approach. 

 The performance analysis exhibits that all the variants of SHA-3 offer increased clock per byte in contrast 

to SHA-1 and SHA-2. This outcome was justified by the internal structure of SHA-3, making it more 

secure due to the presence of MAC and the hash, which is not the case with SHA-2. Irrespective of more 

cycles per byte, SHA-3 is still the best option for offering authentication and data integrity. Due to its 

flexible structure, SHA-3 provides equivalent performance to non-anonymity, non-repudiation and privacy 

from maximum attacker forms. 

 The extensive fault analysis exhibits a higher recovery of bits for SHA-3, while the processing time for the 

SHA-3 is nearly the same for all of its respective variants. Although the processing time is slightly higher 

with increasing injected faults than SHA-2 and SHA-1, SHA-3 is still the preferred algorithm for resisting 

higher-end intruders with low faults in the cumulative outcome. 

 

Based on the above outcomes, it can be said that SHA-3 should be used in a specific environment where the 

attacker's strategy is less known. If the attacker strategy is well defined, SHA-2 will be quite enough to mitigate 

such attacks. SHA-1 is not recommended due to the limitation observed from the analysis discussed in prior 

sections. Hence, the outcome suggests wiser use of SHA-3 in a complex attack environment, whereas SHA-2 can 

still be used for normal to medium vulnerability. 

 

8.0 CONCLUSION 

Hash functions play a vital role in network and communication security. The study and its contribution are manifold: 

 The analysis offers a justified outcome towards the usage of different variants of SHA, which has not been 

reported in existing research publications,  

 The implementation considers a uniform test environment subjected to SHA family using three different 

analysis mechanisms to offer validated outcome,  

 The outcome removes the myth that one variant of SHA is more effective than its counterparts instead, it 

concludes that  

o SHA-1 is less efficient in the majority of performance attribute while 

o SHA-2 and SHA-3 bears potential to resist the majority of the threats, 

 The study outcome continues to offer proof that SHA-3 is in a better position to mitigate the new definition 

of the attacker. At the same time, SHA-2 will be suitable enough to deal with the existing version of the 

known attacker,  

 The study also offers information that although SHA-3 has slightly more processing time, it can still be 

considered to look into its potential in other performance metrics.  

The main problem of any hashing algorithm is to check the integrity and authenticity of the data transmitted between 

two communicating nodes. This paper discussed the main highlights of cryptographic hash functions, the 

widespread use of various well-known hash functions and associated attacks. The study also carried out a 

comparative analysis of different hash algorithms and analyzed the trend of progress in this field. Studies on hash 

functions performed by other researchers were also discussed. However, most of them were limited to theoretical 

implementation and not tested against collision attacks. Based on the analytical findings, it has been shown that the 

current status and trend toward adopting SHA-3 were efficient, safe and capable of meeting the requirements of 

future network applications. Certain pitfalls were observed in the usage of the SHA-2 and SHA-3 families, which 

are associated with partial breakdown connected to bitwise operators. The beneficial point of SHA-3 is associated 

with its capability of faster response time and considering the maximum size of data for performing encryption. 

Hence, future works should address this problem by reducing clock cycles and quicker response time. 
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