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ABSTRACT 

 

Alzheimer's disease is a degenerative disease in which brain cells die and deteriorate. It is the most prevalent 

reason for dementia, which is defined as a progressive decrease in thinking, conduct, and social skills that impairs a 

person's capacity to operate independently. Although it is fatal the early diagnosis of Alzheimer's can be extremely 

helpful. Our main aim is to help with the diagnosis of this disease in its early stages using the VGG16 classifier 

which is a convolutional neural network (CNN) that is 16 layers deep. The dataset consists of MRI images of the 

brain. Data augmentation is done to significantly increase the diversity of data available and Data pre-processing 

helps to enhance the overall truthfulness of the proposed approach. 
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1.0 INTRODUCTION 

 

Alzheimer's disease is a chronic neurological illness that normally starts slowly and gets worse over time. The most 

common side effect of Alzheimer's disease is an inexorable decline in behavior and social dispositions that interfere 

with a person's daily routines. Affected individuals initially experience very minor loss of memory and uncertainty. 

This is referred to as chronic deterioration. However, as years progress; such ailments get even more acute. 

Individuals with this condition would be incapable to communicate with close relatives or unable to judge what's 

going on around them. Such illness is incurable. Healthcare professionals and caretakers have to concentrate on 

precise therapy in the postponement of memory loss and have to ensure that everyone involved has a decent quality 

of life. 

 

Mild cognitive impairment (MCI) is a condition wherein a patient's intellectual development displays slight changes 

which people near the affected individual might notice. Experts have determined that individuals with MCI [1] have 

a greater chance of developing Alzheimer's disease than healthy individuals. MCI is much more common in the 60-

80 year age group. Once initial complaints manifest, one can lead the life for up to the next 8 years. However, some 

folk's sickness progresses swiftly while others progress quietly.  The reason for the disease is still unknown however 

possible reasons are genetic factors, geography, bad lifestyle, and general fitness all have a part to play. MCI is 

critical in preventing the progression of memory deterioration and enhancing individual happiness in Alzheimer's 

patients. The Alzheimer's disease Neuroimaging Initiative (ADNI) database provides MRI brain scans for analysis 

purposes. The deep neural network is a new machine learning technology that can perform a variety of classification 

functions. Over simple findings, the convolutional neural network is dominated by different image categorization 

functions. Data augmentation is one of the strategies used by CNN-based systems to improve picture classification 

performance in dataset layers with different weights. Among the many CNN-based deep neural networks 

constructed, researchers were able to get a significant result on the ImageNet Challenger, which is the most 
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important image classification and segmentation challenge in the field of image analysis. In medical grading, the 

CNN-based deep neural system is commonly utilized. Since CNN is a strong feature extractor, using such a model 

one can successfully segment medical images which can save time and space also. As CNN is such a good feature 

extractor, using this one can categorize medical images with effective space and time complexity.  Deep learning 

models face several obstacles, including over fitting, gradient shrinking, and diverse emergence of dopaminergic 

neurons. The VGG16 framework is used in this work. VGG16 layout is a convolutional neural network (CNN) in 

that there are sixteen layers with different weights. This is a huge group with around 138 million (approximately) 

features. The proposed work aims to focus on a recommendation system that assists healthcare professionals and 

patients so that future outcomes can be taken care of by looking at symptoms of Alzheimer's disease. Fig. 1 shows a 

normal MRI image and an MRI image of  a person affected by Alzheimer's disease 

 

 
 

Fig.1: Normal vs. AD image and its appearance in different stages 

 

The organization of the rest of the paper is as follows: In section 2, novel approaches for premature detection of 

Alzheimer's disease used in literature are described. In sections 3 and section 4, the convolutional neural network, 

the VGG16 model has been presented followed by a 3-way classification methodology to detect Alzheimer's disease 

has been presented. In section 4, an experimental result has been presented to prove the efficacy of the proposed 

research.  Finally, a conclusion and future enhancement have been presented. 

 

2.0 REVIEW OF RECENT WORK 

 

In this piece of writing, a few of the popular methods of early detection of Alzheimer’s Disease using MRI Data and  

Deep Neural Networks from the literature are discussed.  

 

Islam et. al describe Alzheimer's disease-affected individuals exhibit memory loss, disorientation, speech 

difficulties, unable to comprehend and compose a few aspects [2].  The disease eventually, kills cells of the brain by 

destroying the prefrontal cortex which controls respiration and heart function. The author made the following main 

contributions; a   deep convolutional neural network is capable of detecting Alzheimer's disease and classifying its 

present stage. Despite learning from a tiny dataset, the network outperforms other methods of diagnosing 

Alzheimer's disease. As a result, this author use using automated algorithms to detect early signs of Alzheimer's 

disease from such data. Gunawardena et. al explain that manually analyzing vast quantities of images to obtain the 

best accurate diagnosis is one of the significant challenges [3].  Hence, there is a huge demand for an automated 

method for diagnosing Alzheimer's disease with an enhanced version in terms of cost also. It adapts a classifier 

model to each patient using locally weighted learning and calculates the sequence of biomarkers. ADNI data are 

used to compare AD patients and MCI patients. As a result, the author advises using automated algorithms for the 

pre-detection of AD symptoms using such data.  

 

Ahmed et. al describe the structure of a neural network as six layers in total [4]. A Convolutional layer is an initial 

layer. which is used to produce extracted features, a filter is passed over the input images in this layer. After that, a 

reduction process is performed using a pooling layer. Thereafter, a fully connected layer is used. Only two neurons 

in the output layer indicate whether or not there is Alzheimer's disease. The activation function RELU was chosen 

for two convolutions and the fully connected layer. The neural network was optimized using the stochastic 

optimization function Adam Optimizer with a learning rate of 0.001. And, using cross-validation, the data were 

randomly divided into train test data. The neural network's performance was significantly improved thereafter. 

Sarraf et. al describe one architecture that is built on the explicit premise that raw data is made up of 2-D images. 

Small sections of the image are used as inputs to the hierarchical structure's outermost layers [5]. It has a 

Convolution layer as well as additional network topologies such as a Pooling Layer, Normalization Layer, and 

Fully-Connected Layer. In CNN architecture, the Convolutional Layer is very significant. 
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Fuse et. all  describes the use of magnetic resonance imaging (MRI) in the diagnosis of Alzheimer's disease (AD) 

[6]. Grey matter and hippocampus volumes in patients with Alzheimer's disease are smaller than in healthy people, 

as per previous research. Minor fluctuations in image registration and cross-sections of sliced images have a major 

effect on volume, making it more challenging to assess regional brain volume. Positions of all AD and HS data 

should be matched for image comparison between individuals. Escudero et. al describes that machine learning 

technologies aid in the elucidation of data for medical conclusions and verdicts [7]. However, most current machine 

learning systems fall short of simulating the individualized diagnostic process in clinical settings. The clinician 

determines which tests are most appropriate for each patient in practice. As a result, innovative techniques for 

assisting doctors are desirable in more productive (in terms of the number of tests and/or cost) and tailored disease 

identification. Billones et. al describes. pooling which reduces the magnitude of the data while also, in fact, 

summarizing the results of adjacent groupings of inputs [8]. The Dropout layer is mostly used to reduce the number 

of tests. N. A. Mathew describes a novel way of detecting Alzheimer's disease using a 3D MRI picture [9].  When a 

picture is first chosen, it is normalized so that it may be aligned into a single coordinate system. The Grey Level Co-

Occurrence Matrix (GLCM) technique is used to calculate statistical properties like contrast, correlation, 

homogeneity, and entropy. The decisive feature in this study is hippocampus atrophy.  According to findings, the 

hippocampus volume in early Alzheimer's sufferers was only 13.9 per cent which is lower than in healthy 

individuals.  

 

X. Song et. al describe a procedure that uses a mixed elevated system and graphing modelling technique (GMT) 

[10]. The model is constructed using a mixed elevated system that spans stable, dynamic, and data on 

approximately, whereas GMT is utilized to increase classifier efficacy. The proposed system performs well in 

experiments using the (ADNI) dataset. Ahmed et. al have given a complete study of robotic dementia diagnosis 

methodologies employing clinical imaging techniques and ML techniques [11]. Researchers discovered that, 

although numerous scholars focused on Alzheimer's disease, new research proves decent performance in identifying 

different dementias, which continues a key concern. Deep learning techniques to advanced imaging analytics have 

shown promise in the detection of different other kinds of dementia. V. Jain et. al provided a unique DBAC model 

strategy for identifying and categorizing dementia among separate types relying upon the predominance and 

seriousness of dementia in the current MRI data [12]. The presented method has a 74 per cent average accuracy in 

predicting MCI and therefore can categorize dementia into four groups based on its predominance in MRI data. Kam 

et. al propose a new CNN architecture for learning embedding characteristics using BFNs has been conveyed [13]. 

Depending on the large-scale and high voxel-wises patio temporal patterns of the resting-state brain operational 

connectors, this research illustrates the efficiency of deep learning in Alzheimer's detection. Guo et. al explain an 

extended deep learning approach and statistically relevant textual data offered in the work for the timely 

identification of Alzheimer's disease [14]. The study looks somewhere at the benefits of better deep learning models 

for identifying frequent events in healthcare, and how they can cause premature Alzheimer's disease diagnosis. 

 

The research presented here shows that hippocampus degeneration is a good early indication of Alzheimer's disease. 

The below facts reveal the comparative analysis in the present context of the article. 

 

 
 

Table 1: Comparative analysis of different methods 
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From the review of the literature, one can understand AD is regarded to be the most frequent cause of dementia, 

with just one out of every four persons diagnosed with the condition at the appropriate time. Cognitive, and 

emotional examinations as well.  Hence there is a great scope for better diagnostic tools. Many new emerging 

machine learning algorithms can be used to successfully produce such tools, which aim to improve the accuracy of 

AD forecasts so that the treatment given to the patient is effective. 

 

3.0 METHOD 

In the existing system, one can see that the classification of AD is binary, where one has to determine if it is 

Alzheimer’s disease or not. In our proposed system, our objective is to achieve a three-way categorization of 

Alzheimer's disease from MRI0 using VGG16 architecture [10]. Specially we propose to classify patients into 

Alzheimer’s in its three stages that are Mildly Demented, Very Mild Demented and Non Demented. Magnetic 

resonance imaging (MRI) is a non-invasive neuro imaging technique that can be used to study the neural correlates 

of complex cognitive processes, such as learning and memory. Using VGG-16, a convolutional neural network 

architecture that has 16 layers, we can create a model to detect if the patient has Alzheimer's or not. Layers used in 

the proposed approach are Convolutional layers, Max Pooling layers, Activation layers, Fully connected layers 

3.1 The Convolution Neural Network (CNN) 

 
The Convolution Neural Network (CNN) is a key concept in Deep Learning that is used to identify images. CNN 

stands for Convolutional Neural Network. It is a form of a Feed-forward Neural Network. The layers and schema 

employed in CNN are depicted in the diagram below. For extracting features, the Convolution. and Max-pooling. 

layers are used. In the end, classification is done using the fully connected layer. 

 

 
 

Fig. 2: Schema of a typical CNN 

 

The layers Conv, Pool, and Dense of CNN are given input in diagram 1 above. These layers provide the function of 

a feature extractor. The output layer serves as a classifier, determining if the image depicts a convolution or normal. 

The following are the steps involved in constructing a convolutional neural network: 

 

 Split the dataset into training and testing sets after loading it. 

 reshape the dataset to the model's specifications  

 Create a CNN model in sequential order by layering the layers one by one. 

 Create the model's layers: Conv3D's first layer (Input Layer) deals with the input clips. 

● A pooling layer is used in the second layer (Hidden Layer) to reduce the number of parameters and computations 

in the network. Every node in the first layer is connected to every node in the following tier using fully 

connected layers.  Flatten is utilized to create a link between the Conv3D and Dense layers. 

● The third layer (Output Layer) - In Neural networks, the output layer is known as the dense layer 

a. Use the optimizer and loss function to compile the model, and the accuracy metric to calculate the 

accuracy score. 

b. Use the fit function to train the model. 

c. On a new dataset, the Predict function is used. To determine whether the model is right, compare the 

anticipated value to the actual outcome. 
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4.0 VGG16 MODEL 

 

The VGG16 model and layers are depicted in Fig. 2 and 3 which include 16 weighted layers[12,13,14].  With this 

step, it takes to focus on getting 3x3 filter convolution. layers and. always. using the .same .padding of the 2×2 filter 

and the .maxpool. layer with the Stride 2. All through the architecture, the mentioned layers are ordered similarly. 

Finally, it has two CC and a SoftMax for output. 

 
 

Fig. 3: VGG16 Architecture 

 

 
Fig. 4: Layers in VGG16 

The feed to the conv1 layer is a 224 x 224 color picture with a fixed size. The image is sent to the sequence of 

convolutional (Conv.) layers, with the filters set at a 3×3 receptive field. Also, it uses a 1×1 convolution filter in one 

of the setups, which is a linear transformation of the input channels. The convolution0 stride0 is set to 1 picture 

element and fills0 the space0 of the transformation. Layer0 input0 is set to 1 pixel for 3×3 transformation. layers so 

that spatial resolution is preserved after convolution. Five coats max as part of the conversions class to perform 

spatial pooling. After a series of convolutional layers, three Completely Connected (CC) layers are added [15]: the 

first0 two0 layers0 each0 have 4096 channels, and the third0 performs 1000 ILSVRC classifications, so there are 

1000 channels (one for each category). Softmax0shift0 is the last shift. The fully connected level is configured in the 

same way in all networks. The activation0 function used in this work are ReLu0and Softmax..If the input is less than 

0, the output of the rectified linear unit is 0, if not it is the original output. On the other hand, if the input is larger 

than 0, the output will be the same as the input. 

                                                                                   0𝑓(𝑥) = max (𝑥, 0)                                                                            (1) 
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5.0 METHODOLOGY 

 

In this section system, the architecture for early detection of Alzheimer's disease has been presented. The proposed 

architecture has 3 phases such as data augmentation, model training and classification. The proposed system 

architecture works with MRI images. The OASIS dataset contains data on patients with Alzheimer's disease and 

includes 502 features for 1813 individuals in the database used in this study. Because this contains information from 

several sessions per person, this database is long. The dataset contains several metrics (also known as features) that 

would be used to diagnose Alzheimer's disease: Rank on the Mini-Mental State Examination (MMSE)  age, gender, 

frequency of consultations, and so on. Just like previously stated, the MMSE value is the primary criterion for 

diagnosing Alzheimer's disease. In reality, if such an individual has Alzheimer's disease, the MMSE level drops on 

just a regular basis. When a data set has been preprocessed, the data augmentation phase is passed to train a major 

neural network is used.  Finally, classification is done. Fig. 4 and fig. 5 describe the proposed system architecture 

and entire methodology (Flow). 

 
 

  Fig. 5: System Architecture 

 

 
Fig. 6:  Flow of proposed approach 
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The above Fig. 6 clearly shows the data flow of the proposed system architecture where data is collected from the 

OASIS database then it is augmented to test with a variety of data. Before feeding to the projected model one has to 

take care of  MRI image quality by undergoing image processing activities. Data is trained and tested separately to 

classify the disease as mild, very mild or moderate.  The use case diagram of the proposed methodology is also 

given in  

Fig. 7. 

 
Fig. 7: Use case diagram of proposed system architecture 

 

6.0 DATA AUGMENTATION 

 

Data expansion is a way to allow experts to enhance substantially the variety of information accessible for training 

without truly collecting supplementary facts. Increases in data [16] are widely employed in training vast neuronal 

networks. In deep training users require vast volumes of information and, in some circumstances, hundreds of 

millions of images can't be collected, which means that increased data is rescued. It helps us enhance the data set 

size and introduce data set variability. Rotation, shearing, zooming, cuts, flipping, and luminous levels are the most 

widely employed procedures. Images after data augmentation are shown in Fig. 8. 

 

 
 

Fig. 8: Augmented Data Images [25] 
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6.1 Model Training 

The VGG-16 training model is depicted in fig. 9 which [17] is a pertained network that can categorize images into 

1,000 kinds of objects. The network has so learned rich depictions for a wide range of images. About 60% of the 

data collected has been fed for training the image.40% of the image is for testing. The accuracy of the training data 

is mentioned in section 5. 

 

 
 

Fig.9: Model Training Using VGG16 

6.2 Data Preprocessing 

 

Pre-processing data is a crucial stage in the context of data quality and vital information which may be acquired 

directly, influences the model's ability to learn and it is therefore of paramount importance that we pre-process our 

data before inserting it into the model. Pre-processing approach used here is edge mapping parameterization. In 

edge, matching is parameterized in the sense that everything tries to capture the background color by describing it as 

a parameterized shape and adapting a 2D image to it. The prerequisite for the said approach is no considerable 

brightness fluctuation for a particular tissue type. The outcome of the approach is a background-corrected image. 

MRI images after pre-processing are displayed in fig. 10. This means that when data is obtained from various 

sources [18], it is collected in various formats which cannot be analyzed. This phase is necessary since actual data 

often contains noises, lacks values and may not be used for learning models and to achieve better outcomes. It may 

not be used in an unsuitable format. 

 
Fig. 10: Processed MRI Images 
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6.3 Model Testing 

The model is tested [20] once the test data have been pre-processed. This is done to improve the overall model 

correctness. Models that have not been trained must be tested on data by considering the remaining 40% of the data. 

7.0 PERFORMANCE METRICS USED  

After implementing the VGG-16 Model on the data images, We were successfully able to classify the MRI Images 

[22,23] present in the dataset into the following three classes. The three classes classification primarily includes the 

following: Non – Demented, Very Mild –Demented, Mild Demented. fig. 11 shows the obtained images after 

classification. 

 

 

(a)           (b)                                           (c) 

 

Fig. 11: Different MRI Images presenting different AD Stages (a) Non-demented; (b)Very Mild Demented;  

(c) Mild Demented 

 

To calculate the accuracy of the proposed results we used the following equations. Obtained values are shown in 

table 2. A comparison of the proposed approach with existing methodologies is shown in fig. 12.  

 

                                                                                   Accuracy =
𝑇𝑁+𝑇𝑃

(𝑇𝑁+𝑇𝑃+𝐹𝑃+𝐹𝑁)
                                                                 (2) 

                                                                                   Recall =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                                                                                 (3) 

                                                                        Precision =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
                                                                            (4) 

 

Table 2: Comparison of the proposed approach with the existing approach 

 Method Accuracy Precision Recall 

Chaddad et al. 

(2018 

0.812 0.9137 0.8599 

Li et al. 

(2019)  

0.8339 0.8807 0.8567 

Kim et al. 

(2019) 

0.8507 0.8489 0.8498 

Proposed 0.9162 0.9278 0.9172 
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Fig. 12: Comparison of the proposed approach with the existing approach 
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Fig. 13: Confusion Matrix 

Fig. 12 and 13 convey accuracy [24] and confusion matrix [25] respectively. From the diagram given above, one can 

judge that accuracy of about 92% on the training dataset and accuracy [26] of about 80% on the test dataset. 

Since the aim of the article is a recommendation system testing of the application is done.   

6.0  DISCUSSION 

 

The main objective of this work is to help with the diagnosis of this disease in its early stages using the VGG16 

classifier which is a convolutional neural network (CNN) that is 16 layers deep [27]. Since there is no cure for this 

disease, prior detection is only the best way to stop spreading to other cells. Hence a prompt effort has been made to 

develop a recommendation system for the prior detection of  AD.  In this system patients or health care professionals 

have to upload the  MRI scan report to the proposed system, so that stages of Alzheimer's disease can be identified 

at the earliest. From the extensive experimentation results, which are depicted in Table 2 [28,29,30], one can 

conclude that the accuracy has been improved by almost 7% of the previous approaches. Precision is a prognostic 

factor, while recall is a quantitative indicator. The highest precision produces more effective findings than 

unnecessary ones [31,32,33], while the highest recall delivers the majority of significant findings. The reason for the 

improvement of results counters the existing approach quality testing has been done at every stage of system 

development. An obtained framework of results is depicted in Fig. 14. 
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Fig. 14: Testing results 

 

To assess the performance of the proposed approach a few databases are considered: Minimal Interval Resonance 

Imaging In Alzheimer's Disease (MIRIAD), Trajectory-Related Early Alzheimer’s Database (TREAD), Alzheimer 

Disease Neuroimaging, Initiative (ADNI), Open Access Series Of Imaging Studies (OASIS). The below table 

depicts the efficiency of the approach with a different database. The reason for the drastic improvement in the 

OASIS dataset is more data dimensions are available, and efficient data pre-processing is done in early-stage 

classification by the presented approach. Table 3 depicts the accuracy of different data sets. 

 

Table 3: Performance comparisons with different database 

 

DataSet Accuracy 

ADNI 86.60% 

MIRIAD 84.23% 

TREAD 89.47% 

OASIS 91.12% 

 

7.0 CONCLUSION AND FUTURE SCOPE 

 
The proposed system deals with the detection of Alzheimer’s in its three stages: Mildly Demented, Very Mild 

Demented and Non-Demented using MRI images of the brain. Based on the correlation of the MRIs, the functional 

brain networks were used to train the neural network as coefficient correlation data. In comparison with existing 

methods, the suggested method for classifying dementia in three stages is a powerful tool for the premature 

recommendation of neurological illnesses. Experimental results and comparisons in the database of structural MRI 

scans show that the suggested technique has promising diagnostic outcomes for AD and mild cognitive impairment. 

For future development, one has to strengthen the proposed model through the deeper AD classification following 

its discovery in several stages, such as early, middle, and late-stage of Alzheimer's. Potential future work focuses on 

other mental illnesses, which are useful in the field of medicine. By using a methodology with higher precision, the 

overall accuracy of the model will be improved for bigger health datasets that supply supplementary facts. 
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