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ABSTRACT 
 
Today’s demands for e-learning have led to the emergence of numerous and diverse e-Learning software (e-LS) 
products in the market. With such a myriad of choices, selecting an e-LS can be difficult.  In any software 
evaluation process, evaluation criteria are important for correct selection to be made.   However, in the case of 
e-LS selection, information about its evaluation criteria is lacking. Hence, a Delphi study was conducted to 
identify the evaluation criteria for e-LS.  This paper presents the study and its results. Eleven criteria and 66 
sub-criteria were identified from the literature. A questionnaire comprising the criteria as items was distributed 
to 31 experts in the first round. 16 sub-criteria were added by the experts. After two Delphi rounds, three 
criteria were considered as being extremely important and eight criteria as important. One sub-criteria was 
rejected as it did not achieve the majority of expert consensus. In total, 11 criteria and 81 sub-criteria were 
obtained from this study.  The results of this study indicate that these criteria and sub-criteria are important in 
the evaluation of e-LS. 
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1.0 INTRODUCTION 
 
The explosive growth of e-Learning technology has motivated organizations to implement e-Learning within 
their organizations. e-Learning refers to  technology that can support education and training [1]. It is commonly 
correlated with the field of Advanced Learning Technology (ALT), which deals with technologies and 
methodologies in learning that uses networking and/or multimedia technologies [2]. e-Learning has been 
adopted by participators as an alternative training method  [3]. This technology has become a common means 
for delivering knowledge to learners who may come from many different organizations including academic 
institutions  [4]. Since e-Learning can save money, employee transportation time, and other expenditure, it has 
become an alternative way of delivering on-the-job training for many organizations, where  learners can access 
e-Learning  material  from their home or workplace [5]. e-Learning is commonly supported by e-Learning 
software (e-LS) that can be used to customize or develop e-Learning applications [6]. e-LS can be categorized 
into Learning Content Management Systems (LCMS), Learning Management Systems (LMS) and Content 
Management Systems  [71]. Organizations may also choose software deployment tools, such as Java Enterprise 
Beans, Microsoft.NET, Borland Enterprise Server and IBM Optimiselt products [7]. With so many varieties of 
e-LS on the market, organizations have considerable options in selecting suitable e-LS. Moreover, the task of e-
LS selection has become more complex due to the ongoing improvements in information technology [8]. 
Choosing suitable e-LS is crucial in the decision-making process since a new release of e-LS products may have 
criteria that are not available in the software that is currently being evaluated. The wrong choice of e-LS could 
ensue from a lack of knowledge of the criteria considered during the evaluation process. Hence, information 
about the evaluation criteria and sub-criteria must be updated and considered important in the evaluation and 
selection process of e-LS products.  
 
The aim of this study is to identify a list of evaluation criteria and sub-criteria for the evaluation and selection of 
suitable e-LS.  In order to obtain a list of e-LS evaluation criteria that are relevant and important, the views of 
experts will be very helpful.  With this list, organizations are provided with adequate criteria that can assist them 
in the evaluation and selection process of e-LS. 
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2.0 RELATED WORKS 
 
Many criteria can be used for software evaluation. These criteria are commonly found in software quality 
models (SQMs) and Commercial off the-Shelf (COTS) approaches. SQMs, including McCall, Boehm, Dromey 
and ISO9126-1, form the foundation of software product quality  [20,21,71,72,73].  Product quality refers to a 
set of attributes of software product, where its quality is described and evaluated [21]. SQMs provide the criteria 
to evaluate the technical aspects of products, such as functionality, reliability, usability, efficiency, 
maintainability and portability. ISO9126-1 uses each technical aspect above as the criteria [21] to evaluate 
software quality. Definitions of each criterion in the ISO 9126-1 quality model as can be found in  [21][36], 
which are: 

i. Functionality: The capability of the software system to meet the stated function when the system is 
used under the specified conditions.  

ii. Maintainability: The capability of the software products to be modified. Modifications may include 
corrections, improvements or adoption of the system to change in respect of the environment and in the 
requirements and functional specifications. 

iii. Usability: The capability of the software system to be understood, learned and attractive to the user 
when used for the specified conditions. 

iv. Reliability: The capability of the software system to maintain its level of performance under the stated 
conditions for a stated period of time.  

v. Portability: The capability of the software products to be transferred from one environment to another.  

vi. Efficiency: The capability of the software system to provide appropriate performance relative to the 
amount of resources used under the stated conditions.  

Due to the generic characteristics, these criteria can be used to evaluate any software [23] including e-LS  [29]. 
However, the criteria need to be modified to suit the specific features of e-LS [75]. 
 
e-LS is a type of COTS product [71]. COTS software is defined as commercial pieces of reused software that 
are developed and supported by outside vendors [74].  COTS software can be integrated into new  systems or  
reused in other projects [74][84]. Unlike the criteria in SQMs, criteria, such as Cost, Vendor/Supplier, Risk and 
Uncertainty, Product Benefit and Organizational, are used in the evaluation of COTS products [16][17][36][43]. 
These criteria evaluate the non-technical aspects of software that sometimes deemed to be more important than 
the criteria in SQM.  Cost is an important criterion to be included in the evaluation process because of the high 
investment cost to acquire software products by organizations  [30][38][48]. In addition to Cost, Vendor criteria 
is also important as it evaluates the services provided by the vendor. Organizations have to consider whether 
there is a vendor lock on the particular software product provided, which may resulted in a substantial cost when 
switching vendor [72]. This would affect the future investment in a software, such as e-LS.   
 
Besides cost and vendor,  uncertainty and risk of acquiring software also need to be taken into account. Risk and 
uncertainty refer to the possibility that the software fails to meet its goal or causes loss when implemented  [11]. 
In a software development project, the loss describes the impact on the project, which could be in the form of 
diminished quality of the end product, increased costs, delayed completion, or failure of the project  [11].  Risks 
with system management exist when the operation is not under the organization’s direct control as well as risk 
related to the vendors  [40][79]. For some organizations, the uncertainty and risk criteria are among the 
important criteria in the evaluation and selection of software products  [10, 11]. Both criteria are strictly 
connected, because an incomplete knowledge about the software product characteristics lead to a higher risk of 
making the wrong choice of software products [11, 12]. 
 
It is also important to ensure that the software products used can benefit the organization. Product Benefit, 
evaluates the benefits of a software product; for example, the availability of the software to increase user 
satisfaction and the availability of the software to facilitate ease of use in system development [50][51][66].  
Lastly, any criteria related to the organization, such as organizational culture, resources, politics and user 
acceptance should also be included in the evaluation of software [30][45][61].  
 
For COTS products,  approaches like Social Technical Approaches to  COTS Evaluation (STACE)  include a 
portion of the  SQM  criteria and COTS criteria [37][44].  This shows that both criteria from the SQMs and 
COTS are important to evaluate any software either COTS or non COTS poducts. The extent to which these 
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criteria are relevant and important for e-LS evaluation is determined in a Delphi study involving  e-LS experts, 
as presented in the next section. 
 
3.0 METHODOLOGY 
 
This section explains the methodology used in this study.  The four research questions to be answered in this 
study are as follow:  
 
(1) What criteria and sub-criteria from past studies are relevant for e-LS evaluation? 
(2) What criteria and sub-criteria for e-LS evaluation might be added by experts ? 
(3) What is the degree of consensus among the experts towards the criteria and sub-criteria? 
(4) What criteria and sub-criteria are important in the evaluation of e-LS based on priority? 
 
The Delphi method was used to identify and rank the criteria and sub-criteria, which was devised at the Rand 
Corporation in the 1950s [83].  This method is considered to be a reliable research method for problem solving, 
decision-making, and group consensus in a variety of areas including software selection [14-18]. It obtains, 
refines and communicates the informed judgement of experts [12].  It involves multiple iteration or rounds of 
questionnaire or other means of data collection with the researcher controlling the statistical group’s responses 
and feedback [76]. Since the consensus about the relative importance of the criteria from respondents are needed 
in this study, the Delphi method was chosen [13].  It allows the participation of respondents comprising experts 
to obtain their consensus concerning the criteria for e-LS evaluation. It involves a round by round of Delphi 
survey. The processes in conducting the Delphi survey are depicted in Fig. 1. 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

Fig. 1: Processes in conducting Delphi survey 

 

3.1 Identify criteria and sub-criteria from literature 

The search for e-LS evaluation criteria and sub-criteria was directed towards identifiying published papers in 
archival journals, conference proceedings and technical reports from electronic databases. The search was 
performed by browsing the Google Scholar, Web of Science and ISI web of Knowledge websites. Electronic 
databases, such as Elsevier’s Science Direct, IEEE Xplore, ACM portal and Springer-Verlag’s Link. Articles 
published in the proceedings of the IEEE on Software Engineering, Springer-Verlag, International conference 
on COTS-based software selection that were relevant to the area of this study were also included. e-LS criteria 
were collected from various sources – journals, reference books, websites and thesis dissertations. In addition, a 
manual reading of titles and abstracts of published papers, journals and conference papers that were potentially 
relevant was also obtained from the library to identify suitable source for literature. As the evaluation criteria 

Identify criteria and sub-criteria from literature 

Construct a questionnaire based on the identified criteria from 
literature 

Pilot test the questionnaire  
Analyze pilot test data 

Conduct Delphi survey: Round 1  
Analyze data  

Conduct Delphi survey: Round 2 
 Analyze data  
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and sub-criteria were obtained from various sources, only papers that provide criteria and sub-criteria for 
software evaluation and e-Learning software were included to ensure the validity of the literature. A total 
number of more than 200 sources were reviewed. However only 50 of them are related and can be used to 
identify the selection criteria of e-LS. The criteria were listed and the references are cited. The criteria and sub-
criteria obtained from the literature were compiled and used in the construction of the questionnaire for the 
Delphi study. 

3.2 Respondents  

The criteria and sub-criteria for e-LS were obtained from many sources of literature. As the criteria and sub-
criteria were obtained from various resources, it must be validated by experts. This is  to ensure that these 
criteria and sub-criteria are important for the evaluation of e-LS.  An expert is any individual with relevant 
knowledge and experience of particular topic [80]. Respondents in this study were selected from organizations 
that implement e-Learning.  They consist of decision makers, academicians and technical experts who have 
good knowledge and experience in e-Learning projects. 
 
The minimum number of experts in the Delphi method is dependent on the study design. A Delphi panel that 
consists of a homogenous group of experts from the same general discipline area comprises ten to 15 
participants [19,20].  In this study, there were 3 three homogenous groups comprising 10 decision-makers, 10 
academicians and 11 technical experts. They were contacted via telephone or email. Of the initial 50 experts 
who agreed to participate, 31 responded to Round One and 31 to Round Two of the Delphi survey.  

3.3 Constructing the questionnaire 

The evaluation criteria and sub-criteria identified from the literature were compiled in the questionnaire to be 
given to the selected respondents.  The questionnaire was divided into three sections. In Section A, the experts 
were asked about their demographic background such as type of organization, job function, educational 
attainment and years of experience in the field of Information Technology. Section B required the experts to 
rank the evaluation criteria that had been identified from the literature. The questions were recorded using a 5-
point Likert-type scale that identified each criterion and sub-criterion of e-learning software products as 
"Extremely Important" (5), "Most Important" (4), "Moderately Important" (3),"Important" (2) and "Not 
Important" (1). Section C required the experts to provide new criteria and sub-criteria of e-LS products. The 
questionnaire with the initial list of criteria and sub-criteria from literature was sent to the experts in Round One 
of the survey. The information from the first round was collected and used to construct the questionnaire for 
Round Two of the survey. The questionnaire used in the second round is the same with the first round. 

3.4 Conducting a Delphi survey 

The Delphi method needs a minimum of two rounds of survey and most studies use only two or three rounds to 
obtain the consensus of experts [80].  In this present study, consensus was achieved after two rounds. In the first 
round, experts were asked to rank the criteria and sub-criteria identified from literature and provide additional 
criteria. The responses were analysed. In the second round, the same experts were involved in the first round.  
The goal of the second round was to reach a consensus concerning the relative importance of the criteria and 
sub-criteria that resulted from the first round. They were again asked to rank the criteria obtained from Round 
One and provide additional criteria and sub-criteria. Consensus was obtained in Round Two as no more criteria 
and sub-criteria were added by the experts in the second round of the survey.  

3.5 Data analysis 

Microsoft Excel 2010 and SPSS version 15.0 were used in the data analysis. Microsoft Excel 2010 was used to 
tabulate the criteria identified and collected from literature. Meanwhile, SPSS version 15.0 was used to analyse 
the consensus and priority of the criteria and sub-criteria among the experts. In order to analyze the data 
obtained from the Delphi survey, descriptive statistics were used. The analysis included: 

i. Analysis of the consensus of experts concerning the criteria and sub-criteria. 

The Inter Quartile Range (IQR) and Median were used  to analyse the data obtained from the Delphi survey. 
The IQR was analysed to determine the level of the experts’ consensus relevant to each criterion [73,76]. The 
calculation of the IQR revealed the relationships between each criterion and each expert which would lead to the 
interpretation that the experts have reached a consensus for each criterion [76]. On a five-point Likert scale, an 
IQR of 0 can be considered as high consensus while an IQR of 1 as good consensus, an IQR of 2 as a moderate 
consensus [70,77]. IQR of greater than 2.0 would indicate a disagreement between experts on their ratings [78]. 
Median score was checked to determine whether the criteria were accepted or rejected from the majority of 
experts [73,81,82]. On the 5-point Lickert scale also, the criteria that have a median value less than 3.5 were 
rejected as it does not achieve the consensus of the experts [81,82]. 
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ii. Analysis of the priority of criteria according to experts. 

To determine the priority of criteria for e-LS, the mean and standard deviation were analysed [13]. After 
analysis, the e-LS criteria were listed according to the sequence of importance obtained from Round Two. This 
led to the priority of criteria in view of the experts in this study. 

 

4.0 RESULTS AND DISCUSSION 

This section revisits the four research questions and discusses the results obtained in this study. 

4.1 Evaluation criteria from literature. 

From literature, 11 criteria and 66 sub-criteria were identified to be relevant for e-LS evaluation. C1 to C6 are 
criteria from SQMs. C7 to C11 are criteria commonly from COTS approaches. Table 1 lists the criteria obtained 
from the literature cited by 50 selected sources. The details of the criteria and sub-criteria are provided in 
Appendix I.  

 

 

Table 1: List of criteria cited by 50 selected sources 

Criteria Source Citation Number % (n=50) 
C1- Functionality  
 
 
 
C2- Usability 

16,17,18,20,21,22,23,24,25,26,27,29,30,31,32, 
33,34,35,36,37,38,39,40,41,53,54,55,56,58, 
59,62,63,65 
 
16,18,20,21,22,23,24,25,27,28,29,30,31,32,33, 
34,35,36,37,38,38,39,40,41,52,53,55,56,57, 
61,65 
 

 
33 

 
 

31 

 
66% 

 
 

62% 

C3-Portability 
 

16,17,18,20,21,22,23,25,26,27,28,29,30,31,32, 
33,34,35, 36,37,38,39,40,41,42,43,54,57,61 
 

29 58% 

 C4-Maintainability  
 
 

16,18,20,21,22,23,24,25,29,30,31,32,33,36,37,  
38,39,41,57,58,62,63 
 

22 
 
 

44% 
 
 

C5-Reliability 16,18,20,21,22,23,24,25,26,27,29,30,31,32,33, 
36,37, 38,39,40,41 

21 42% 

 
C6-Efficiency 
 
 
C7-Vendor 
 

 
16,18,20,21,25,26,27,30,31,32,33,36,37,38,39, 
41 
 
16,17,30,34,35,36,37,38,42,43,44,45,47,49,58 

 
16 

 
 

15 
 

 
32% 

 
 

30% 
 

C8-Cost 16,17,30,36,38,40,42,45,47,48,49,50,62,63 14 28% 
    
C9-Risk &Uncertainty 17,19,40,48,51,63 

 
6 12% 

C10-Product Benefit  36,42,49,50,56,65 6 12% 
 
C11-Organizational  

 
30,37,45,60,64 

 
5 

 
10% 

 

 

From Table 1, it can be seen that some criteria have more citation than others.  For instance, the three most cited 
criteria are, Functionality, Usability, and Portability were found in more than half of the extracted papers.  
Meanwhile, Risk & Uncertainty, Product benefit and Organizational were only mentioned in a few papers. The 
most cited SQM criteria was Functionality and the least was Efficiency. The most cited COTS criteria was 
Vendor and the least was Organizational.   This result answers the first research question on what criteria and 
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sub-criteria from past studies are relevant for e-LS evaluation. All these eleven criteria are relevant for e-LS 
evaluation. 

 

4.2 Evaluation criteria and sub-criteria added by experts  

As mentioned in section 3.4, experts were asked to provide additional criteria and sub-criteria in the Delphi 
survey. The survey results revealed that the experts did not add any new criteria.  But they have added 16 new 
sub-criteria in Round One of the survey. The added sub-criteria are shown in Table 2.   

 

 

 

Table 2: New sub-criteria added by experts 

Criteria  New Sub-Criteria 
Functionality User/learner administration 
Maintainability Expansion 
 Fault Software 
 Error Preventing 
Usability Accessibility control 
Reliability Error Reporting 
Portability Standardability 
Efficiency Memory capacity 
Cost Marginal Cost 
Vendor - 
Organizational - 
Product benefit User Productivity 
 Cost Saving 
 After Sales Service 
Risk Uncertainty Frequency of software release 
 Software Bug 
 Unexpected cost 
 Educational System Changed 

 

 

Eight evaluation criteria received new sub-criteria, which are, Functionality, Maintainability, Usability, 
Reliability, Portability, Cost, Product Benefit and Risk and Uncertainty. For instance, experts added 
User/learner administration as a sub-criterion under Functionality. Two evaluation criteria - Vendor and  
Organizational had not received additional sub-criteria from the experts. In total, 66 sub-criteria were identified 
from literature and 16 sub-criteria were added by the experts. This result answers the second research question 
on criteria and sub-criteria that might be added by experts. 

The following section presents the results of the experts’ consensus on the criteria and sub-criteria.  

4.2.1 Consensus of criteria and sub-criteria among the experts 

Experts provided their opinions concerning the criteria and sub-criteria obtained in this study. The IQR and 
Median scores were analysed. Tables 3 to 13 present the consensus among the experts for all sub-criteria under 
each of the 11 criteria and the movement towards consensus in Round One and Round Two. 

Table 3 shows the experts’ consensus with respect to the ten sub-criteria of Functionality.  The IQR and Median 
scores were obtained for each sub-criterion. After Round Two, the additional sub-criterion– User/learner 
Administration obtained High Consensus with IQR value of 0. From the remaining nine sub-criteria, eight sub-
criteria achieved Good Consensus with IQR value of 1 while only one sub-criteria, Personalization, received 
Moderate Consensus with IQR value of 2.   
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There was also an improvement in consensus for the SCORM Compliance and Accuracy sub-criteria from 
Moderate Consensus (IQR value of 2) in Round One to Good Consensus (IQR value of 1)  in Round Two. The 
other sub-criteria obtained consistent consensus with the same IQR in both rounds.  The Median score for each 
sub-criterion was either 4 or 5. Thus all ten sub-criteria under Functionality were accepted due to the Median 
value being more than or equal to 3.5 as explained in [81][82].  

 

 

Table 3: The consensus obtained with respect to the sub-criteria of Functionality 

 
Sub Criteria 

Round One Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Suitability  1 4 Good Consensus 1 5 Good Consensus 
Accuracy 2 4 Moderate Consensus 1 5 Good Consensus 

Flexibility 1 4 Good Consensus 1 4 Good Consensus 

Security 1 5 Good Consensus 1 5 Good Consensus 

Interoperability 1 4 Good Consensus 1 4 Good Consensus 

Pedagogical 1 4 Good Consensus 1 4 Good Consensus 

Personalization 2 4 Moderate Consensus 2 4 Moderate Consensus 

Learning  Community 1 4 Good Consensus 1 5 Good Consensus 

SCORM Compliance 2 4 Moderate Consensus 1 4 Good Consensus 

UserLearner 
Administration 
 (New Sub Criteria) 

- - - 0 4 High Consensus 

 

 

Table 4 displays the experts’ consensus for nine sub-criteria under the Maintainability criteria.  After Round 
Two, Modularity, and a newly added sub-criterion, Expansion, achieved High Consensus with IQR value of 0.  
The other two newly added sub-criteria, Fault Software and  Error Preventing obtained Good Consensus with 
IQR value of 1. Other sub-criteria such as Changeability, Stability, Analyzability and Scalability also obtained 
Good Consensus with IQR value of 1. Only one criteria, Testability, received Moderate Consensus with IQR 
value of 2.  

  

Table 4: The consensus obtained with respect to the sub-criteria of Maintainability 

 
Sub Criteria 

Round One Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Changeability 1 4 Good Consensus 1 4 Good Consensus 

Stability 2 4 Moderate Consensus 1 4 Good Consensus 

Analyzability 2 4 Moderate Consensus 1 4 Good Consensus 

Testability 2 4 Moderate Consensus 2 4 Moderate Consensus 

Modularity 1 4 Good Consensus 0 4 High Consensus 

Scalability 2 4 Moderate Consensus 1 4 Good Consensus 

Expansion 
(New Sub Criteria) 

- - - 0 4 High Consensus 

Fault Software 
(New Sub Criteria) 

- - - 1 4 Good Consensus 

Error Preventing 
(New Sub Criteria) 

- - - 1 4 Good Consensus 
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The level of consensus improved from Moderate to Good Consensus for the Stability and Analyzability sub-
criteria and from Good to High Consensus for the Modularity sub-criterion after Round Two. The level of 
consensus for Testability was consistent with Moderate Consensus in both rounds. 

The Median score for each sub-criteria under Maintainability was 4. Thus all nine sub-criteria for 
Maintainability were accepted because none of the Median was less than 3.5 [81,82]. 

Table 5 depicts the experts’ consensus for the ten sub-criteria under Usability.  After Round Two, one sub-
criteria, Learning Content, and the newly added sub-criterion, Accessibility Control, received High Consensus 
with IQR value of 0. Seven sub-criteria – Understandability, Learnability, Operability Customizability, 
Hypermediality, Support Tools and Presentation obtained Good Consensus with IQR value of 1. One sub-
criterion, Learner Interface, achieved Moderate Consensus with IQR value of 2.  

There was an improvement in experts’ consensus for Operability from Moderate (IQR value of 2) to Good 
Consensus (IQR value of 1). The level of consensus for the other eight sub-criteria- Understandability, 
Learnability, Operability Customizability, Hypermediality, Support Tools, Presentation and Learning Content 
were consistent with the same value of IQR in both rounds.  

The Median value for Learnability also improved from 4 to 5.It shows that the number of experts who agreed 
increased. After Round Two,  the Median results for each sub-criteria were either 4 or 5. Thus all ten sub-
criteria for Usability were accepted as the Median value were not less than 3.5 [81,82].  

 

Table 5: The consensus obtained with respect to the sub-criteria of Usability 

 
Sub-criteria 

  Round One   Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Understandability 1 4 Good Consensus 1 4 Good Consensus 

Learnability 1 4 Good Consensus 1 5 Good Consensus 

Operability 2 4 Moderate Consensus 1 4 Good Consensus 

Customizability 1 4 Good Consensus 1 4 Good Consensus 

Hypermediality 1 4 Good Consensus 1 4 Good Consensus 

Support Tools 1 4 Good Consensus 1 4 Good Consensus 

Presentation 1 4 Good Consensus 1 4 Good Consensus 

Learner Interface 2 4 Moderate Consensus 2 4 Moderate Consensus 

Learning Content 0 4 High Consensus 0 4 High Consensus 

Accessibility control 
(New sub-criteria) 

- - - 0 4 High Consensus 

 

The experts’ consensus for each sub-criterion under the Reliability criteria is presented in Table 6.  After Round 
Two, the newly added sub-criterion, Error Reporting, received High Consensus with IQR value of 0.  Two sub-
criteria – Fault Tolerance and Backup Recovery obtained Good Consensus with IQR value of 1. One sub-
criterion – Maturity achieved Moderate Consensus with IQR value of 2. The consensus for this sub-criteria was 
consistent for both rounds.  

The level of experts’ consensus improved for Fault Tolerance and Backup and Recovery from Moderate 
Consensus (IQR = 2 in Round One) to Good Consensus (IQR = 1 in Round Two). For Maturity, the level of 
consensus was consistently moderate in both rounds. 

The Median score for all sub-criteria was 4. Thus all four sub-criteria under Reliability were accepted as the 
Median value was not less than 3.5 [81,82].  
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Table 6: The consensus obtained with respect to the sub-criteria of Reliability 

 
Sub Criteria 

Round One Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Maturity 2 4 Moderate Consensus 2 4 Moderate Consensus 

Fault Tolerance 2 4 Moderate Consensus 1 4 Good Consensus 

Backup Recovery 2 4 Moderate Consensus 1 4 Good Consensus 

Error Reporting           
(New sub-criteria) 

- - - 0 4 High Consensus 

 

Table 7 shows the experts’ consensus obtained for each sub-criterion under the Portability criteria.  After Round 
Two, Conformance was the only sub-criterion that received High Consensus with IQR value of 0. The other 
sub-criteria including the added sub-criterion, Standardability, achieved Good Consensus  

There was an improvement in the level of consensus for Conformance from Good Consensus (IQR =1 in Round 
One) to High Consensus (IQR = 0 in Round Two). The level of consensus was consistent for the other sub-
criteria with no change of IQR value in both rounds.  

There was also an improvement in the Median value from (Median Value = 3 in Round One)  to (Median Value 
= 4 in Round Two) for Replaceability. This indicates the number of experts who agreed with Replaceability as 
an evaluation sub-criterion increased.  

After Round Two, the Median result for each sub-criteria was 4. Thus all sub-criteria under Portability were 
accepted since none of the Median values was less than 3.5 [81, 82].  

 

Table 7: The consensus obtained with respect to the sub-criteria of Portability 

 
Sub Criteria 

Round One Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Adaptability 1 4 Good Consensus 1 4 Good Consensus 

Installability 1 4 Good Consensus 1 4 Good Consensus 

Replaceability 1 3 Good Consensus 1 4 Good Consensus 

Conformance 1 4 Good Consensus 0 4 High Consensus 

 
DBMS Standard 

1 4 Good Consensus 1 4 Good Consensus 

Middleware Standard 1 4 Good Consensus 1 4 Good Consensus 

Standarability 
(New Sub Criteria) 

- - - 1 4 Good Consensus 

Table 8 displays the consensus obtained for the three sub-criteria under the Efficiency criteria. After Round 
Two, all three sub-criteria- Time Behaviour, Resource Behaviour and the added sub-criterion, Memory capacity, 
obtained High Consensus with IQR value of 0.  The level of consensus for Time Behaviour improved from 
Good to High while the level of consensus for Resource Behaviour and Memory Capacity were consistent in 
both rounds.   Since the Median score for all sub-criteria was more than 3.5, all three sub-criteria were 
accepted [81,82]                                                                                                                                                  

                          Table 8: The consensus obtained with respect to the sub-criteria of Efficiency 

 
Sub Criteria 

Round One Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Time Behaviour 1 4 Good Consensus 0 4 High Consensus 

Resource Behaviour 0 4 High Consensus 0 4 High Consensus 

Memory Capacity 
(New Sub Criteria) 

0 4 High Consensus 0 4 High Consensus 
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Table 9 shows the consensus obtained for each sub-criterion under the Cost criteria.  After Round Two, five 
sub-criteria- Licensing Cost, Implementation Cost, Maintenance Cost, Upgrade Cost, Training Cost and the 
additional sub-criterion, Marginal Cost, achieved Good Consensus with IQR value of 1. Two sub-criteria – 
Development Cost and Hardware Cost received Moderate Consensus with IQR value of 2.  

There was an improvement in the level of consensus for Training Cost from Moderate Consensus (IQR = 2 in 
Round one) to Good Consensus (IQR = 1 in Round Two).  The other sub-criteria received consistent level of 
consensus where the same value of IQR was obtained in both rounds.   

After Round Two, the Median score for each sub-criterion under Cost was 4. As the median scores were all 
greater than 3.5, those sub-criteria were accepted [81][82].  

 

 

Table 9: The consensus obtained with respect to the sub-criteria of Cost 

 
Sub Criteria 

Round One Round Two 

IQR Median Level of consensus IQR Median Level of consensus 

Licensing Cost 1 4 Good Consensus 1 4 Good Consensus 
Development  Cost 2 4 Moderate Consensus 2 4 Moderate Consensus 
Implementation Cost 1 4 Good Consensus 1 4 Good Consensus 

Maintenance Cost 1 4 Good Consensus 1 4 Good Consensus 

Upgrade Cost 1 4 Good Consensus 1 4 Good Consensus 

Hardware Cost 2 4 Moderate Consensus 2 4 Moderate Consensus 

Training Cost 2 4 Moderate Consensus 1 4 Good Consensus 

Marginal Cost               
(New Sub Criteria) 

- - 
 

1 4 Good Consensus 

 

 

The level of consensus obtained for each of the fourteen sub-criteria under the Vendor criteria are shown in 
Table 10.  After Round Two, two sub-criteria – Reputation and Training received High Consensus with IQR 
value of 0. Eight sub-criteria–Services, User Manual, Troubleshooting Guide, Maintenance and Upgrading, 
Communication, Demo, Technical and Business Skills and Past Business Experience obtained Good Consensus 
with IQR value of 1. Four sub-criteria – Support and Consultancy, Tutorial, Response Time and Length of 
Experience obtained Moderate Consensus with IQR value of 2.There was no sub-criteria added by experts for 
this Vendor criteria. This indicates that experts agreed with the available sub-criteria from literature. 

There was an improvement in the level of consensus for Reputation and Training which changed from Good 
Consensus (IQR = 1 in Round One) to High Consensus (IQR = 0 in Round Two) while for Services and User 
Manual, the change was from Moderate to Good Consensus. The level of consensus for the other sub-criteria 
were consistent where the IQR value remain unchanged in both rounds.   

After Round Two, all fourteen sub-criteria under Vendor were accepted due to the Median scores being not less 
than 3.5 [81][82].  
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Table 10: The consensus obtained with respect to the sub-criteria of Vendor 

 
Sub Criteria 

Round 1 Round 2 

IQR Median Level of consensus IQR Median Level of consensus 

Reputation 1 4 Good Consensus 0 4 High Consensus 
Support and 
Consultancy 

 
2 

 
4 

 
Moderate Consensus 

 
2 

 
4 

 
Moderate Consensus 

 
Services 

 
2 

 
4 

 
Moderate Consensus 

 
1 

 
4 

 
Good Consensus 

 
User Manual 
 

 
2 

 
4 

 
Moderate Consensus 

 
1 

 
4 

 
Good Consensus 

Tutorial 2 4 Moderate Consensus 2 4 Moderate Consensus 

Troubleshooting 
guide 

1 4 Good Consensus 1 4 Good Consensus 

Training 1 4 Good Consensus 0 4 High Consensus 

Maintenance and 
Upgrading 

1 4 Good Consensus 1 4 Good Consensus 

Communication 1 4 Good Consensus 1 4 Moderate Consensus 

Demo 1 4 Good Consensus 1 4 Good Consensus 

Response time 2 4 Moderate Consensus 2 4 Moderate Consensus 

Length of Experience 2 4 Moderate Consensus 2 4 Moderate Consensus 

Technical and 
Business Skills 

1 4 Good Consensus 1 4 Good Consensus 

Past Business 
Experience 

1 4 Good Consensus 1 4 Good Consensus 

 

Table 11 shows the consensus obtained for each sub-criterion under the Organizational criteria.  After Round 
Two, all sub-criteria obtained Good Consensus with IQR value of 1.   There was no additional sub-criteria for 
Organizational. 

The level of consensus was consistent for all sub-criteria as indicated by the same IQR value in both rounds.  
There was also an improvement in the Median value for Organizational Resource from (Median Value = 3 in 
Round One) to (Median Value = 4 in Round Two).This shows that the number of experts who agreed with 
Organizational Resource as a sub-criteria increased. 

After Round Two, the Median result for each of the sub-criteria was 4. However, for User Acceptance, the 
Median result was less than 3.5. This criterion did not obtain the majority of expert consensus as the Median 
gained was only 3. This shows that experts in this study did not consider User Acceptance as an important sub 
criteria  in the evaluation of e-LS. Therefore it was rejected from the e-LS sub-criteria list [81][82].  The other 
four sub-criteria were accepted. 

 

Table 11: The consensus among expert obtained with respect to the sub-criteria of Organizational 

 
Sub Criteria 

Round 1 Round 2 

IQR Median Level of consensus IQR Median Level of consensus 

Organizational Culture 1 4 Good Consensus 1 4 Good Consensus 

Organizational Resource 1 3 Good Consensus 1 4 Good Consensus 

Organizational Change 1 4 Good Consensus 1 4 Good Consensus 

Organizational Politics 1 4 Good Consensus 1 4 Good Consensus 

User Acceptance 1 3 Good Consensus 1 3 Good Consensus 

 
 
Next, Table 12 shows the consensus obtained for each sub-criterion under the Product Benefit criteria. After 
Round Two, User Productivity, an additional sub-criterion, obtained High Consensus with IQR value of 0.  
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Another two additional sub-criterion,  After Sales Service, received Good Consensus while Cost Saving 
achieved Moderate Consensus. Two sub-criteria, User Satisfaction and Ease of Use both achieved Moderate 
Consensus.   

After Round Two, the level of consensus for User Satisfaction and Software Ease of Use was consistent with 
unchanged IQR value in both rounds. With a Median value of 4 for each of the sub-criteria, all sub-criteria 
under Product Benefit were accepted as the scores were greater than 3.5 [81][82].  

 

Table 12: The consensus among expert obtained with respect to the sub-criteria of Product Benefit 

 
Sub Criteria 

Round 1 Round 2 

IQR Median Level of consensus IQR Median Level of consensus 

User Satisfaction 2 4 Moderate Consensus 2 4 Moderate Consensus 

Software Ease of 
Use 

2 4 Moderate Consensus 2 4 Moderate Consensus 

User Productivity 
(New sub-criteria) 

- - - 0 4 High Consensus 

Cost Saving 
(New Sub-criteria) 

- - - 2 4 Moderate Consensus 

After Sales Service 
(New Sub Criteria) 

- - - 1 4 Good Consensus 

 

Finally, Table 13 shows the consensus for each sub-criterion under the Risk and Uncertainty criteria.  After 
Round Two, one sub-criterion - Vendor Risk obtained Good Consensus with IQR value of 1. The four additional 
sub-criteria also received Good Consensus. Product/Technological Risk and Software Bug both achieved 
Moderate Consensus with IQR value of 2.  

The level of consensus was consistent for Vendor Risk, Product/Technological Risk and Software Bug as 
indicated by the unchanged IQR value in both rounds.  After Round Two, the Median result for each sub-
criterion was 4. Thus all seven sub-criteria were accepted.  

 

 

   Table 13: The consensus among expert obtained with respect to the sub-criteria of Risk and Uncertainty 

 
Sub Criteria 

Round 1 Round 2 

IQR Median Level of consensus IQR Median Level of consensus 

Vendor Risk 1 4 Good Consensus 1 4 Good Consensus 

Product/Technological 
Risk 

2 4 Moderate Consensus 2 4 Moderate Consensus 

Software Bug 2 4 Moderate Consensus 2 4 Moderate Consensus 

Frequency of Software 
Release 
(New Sub-Criteria) 

- -  1 4 Good Consensus 

Virus and SPAM 
(New Sub Criteria) 

- -  1 4 Good Consensus 

Unexpected Cost 
(New Sub Criteria) 

- -  1 4 Good Consensus 

Educational System 
Changed 
(New Sub Criteria) 

- -  1 4 Good Consensus 

 

In summary, the results of the IQR analysis revealed that 15.85% of the eighty-two sub-criteria received High 
Consensus; 64.63% obtained Good Consensus while 19.51% achieved Moderate Consensus.  None of the sub-
criteria received Without Consensus. The level of the consensus for the criteria and sub-criteria based on IQR is 
depicted in Fig. 2.  
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Fig. 2: Level of consensus for the sub-criteria based on IQR 

 

All 16 new sub-criteria provided by the experts received between High and Moderate Consensus. Six sub-
criteria such as User/learner Administration, Expansion, User Productivity, Accessibility Control, Memory 
Capacity and Error Reporting obtained High Consensus (IQR value of 0). The others obtained Good Consensus 
with IQR value of 1 except for Cost Saving which received Moderate Consensus.  As mentioned in section 
4.2.1, out of  82 sub-criteria, only one sub-criterion, User Acceptance was rejected as it did not achieve the 
majority of expert consensus. The  remaining 81 sub-criteria achieved the majority of expert consensus and can 
be considered in the evaluation of e-LS. These results answer the third research question regarding the degree of 
consensus among the experts towards the criteria and sub-criteria.  
 
4.3 The criteria and sub-criteria for e-LS based on priority 
 
The mean and standard deviation were also analysed to identify the priority of the criteria and sub-criteria as 
ranked by experts. Of the eleven criteria identified in the literature, three criteria – Functionality, Usability and 
Reliability were ranked Extremely Important as shown in Table 14. The criterion with the highest mean average 
was Functionality with a mean average equal to 4.232. Next was Usability with a mean average of 4.087 and 
Reliability with a mean average equal to 4.056. The remaining eight criteria – Maintainability, Efficiency, 
Product Benefit, Cost, Vendor, Portability, Risk and Uncertainty and Organizational were ranked Important. 
The criterion with the lowest rank was Organizational with a mean average of 3.600.  
 

Table 14: The ranking of criteria based on priority by experts 

 Round 1 N=31 Round 2 N= 31   
Criteria Mean 

Average 
Std Dev 
Average 

Mean 
Average 

Std Dev 
Average 

Rank Scale 

Functionality 4.104 0.777 4.232 0.701 1 Extremely Important 
Usability 4.018 0.749 4.087 0.682 2 Extremely Important 
Reliability 3.989 0.828 4.056 0.684 3 Extremely Important 
Maintainability 3.989 0.801 3.996 0.668 4 Important 
Efficiency 3.903 0.786 3.978 0.569 5 Important 
Product Benefit 3.855 0.769 3.974 0.687 6 Important 
Cost 3.959 0.739 3.968 0.715 7 Important 
Vendor 3.809 0.798 3.929 0.752 8 Important 
Portability 3.672 0.706 3.751 0.669 9 Important 
Risk & Uncertainty 3.709 0.849 3.793 0.768 10 Important 
Organizational 3.509 0.747 3.600 0.653 11 Important 

 
This study revealed that all eleven criteria and sixty-six sub-criteria are important and can be used in the 
evaluation and selection of e-LS. This list provides a guideline to organizations on what criteria are important in 
the evaluation and selection e-LS. This result answers the fourth research question on what criteria and sub-
criteria are important in the evaluation of e-LS based on priority. Appendix II shows the mean and standard 
deviation of each sub-criterion in detail. 
 

15.85%

64.63%

19.51%

0

0 10 20 30 40 50 60 70
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5.0 CONCLUSION AND FUTURE WORK 
 
We conducted a Delphi study involving experts, the first of its kind, to identify the evaluation criteria for e-LS.  
Experts’ consensus on the criteria and sub-criteria were sought and then analysed based on the IQR and Median 
values. The experts’ ranking of the criteria and sub-criteria based on priority were also analysed. This study 
identified a total of 11 criteria and 81 sub-criteria for e-LS evaluation. From the 81 sub-criteria, 16 were 
provided by the experts. Of the 11 criteria, three were ranked extremely important and eight were ranked 
important. The three criteria considered to be extremely important are Functionality, Usability and Reliability 
while the eight criteria that were ranked important are Maintainability, Efficiency, Product Benefit, Cost, 
Vendor, Portability, Risk & Uncertainty and Organizational. This list of criteria and sub-criteria obtained the 
consensus from the experts in this study and thus can be used in the evaluation and selection of e-LS. In the next 
study, we will investigate how these criteria can be integrated in a decision model to assist organizations in the 
evaluation and selection process of e-LS.  
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Appendix I 
 
Relevant evaluation criteria for e-Learning software selection. 
 
Criteria Source 
     Functionality  16,17,18,20,21,22,23,24,25,26,27, 

29,30,31,32,33,34,35,36,37,38,39,40,41,      53,54,55,56,58,59,62,63,65 
        Suitability 18,20,21,23,24,39,40,41 
        Accuracy 18,20,21,23,39,41 
        Flexibility  17,18,21,23,30,32,39,65 
        Security 16,17,18, 21, 23,24,25, 27, 30,31,32,33,34, 37, 39,41, 62 
        Interoperability  16, 18,  21,22,23,24,25, 27, 30, 32, 34,35, 37, 39,40,41 
        Pedagogical 52,53,55 
        Personalization 54, 59,62 
        Community 62,63 
        SCORM Compliance 58,62 
    Maintainability  16, 18, 20,21,22,23,24,25, 29,30,31,32,33, 36,37,38,39,41,57,58,62,63 
        Changeability 16, 18, 20,21,22,23, 25,26, 30,31,32,33,39,41 
        Stability 18,20,21, 23,25, 27,30,32,33,39,41,62 
        Analyzability 18,21,23, 25,30, 32, 33, 39, 41 
        Testability 16, 18, 20,21,22, 25, 27, 30, 32, 33,34, 39,41    
        Modularity 36,58,62,63 
        Scalability 36,38,57,62 
    Reliability 16, 18, 20,21,22,23,24, 25,26,27, 29,30,31,32,33, 36,37,38,39,40,41 
        Maturity  17,18,  21,22,23, 25,27,28,29, 32,33,39,41 
        Fault Tolerance 16,18,21,23,25, 27,30,32,33,39,41 
        Recoverability 16, 18,21,23,25, 27, 30,32,33,39,41 
    Usability 16,17,18,20,21,22,23,24,25,27,28,29,30,31,32,33,34,35,36,37,38,38, 

39,40,41,52,53,55,56,57,61,65 
        Understandability  16,17,18,20,21,22,23,24,25,27,28,30,32,33,34,35,39,41,56 
        Learnability 16,18, 21, 23,24,25, 27,28,30,31,32,39,41,65 
        Operability 16,18,21,23,24,25, 27,28,30, 32,33,39,41 
        Customizability 18,21,23, 25,28,30, 32,33, 39,61,65 
        Hypermediality 52,53,55 
        Support Tools  52 
        Presentation 52,53,55 
        User Interface 36,38 
        Learning Contents 53,55,56 

    Portability 16,17,18,20,21,22,23,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40, 
41,42,43, 54,57,61 

        Adaptability 16,18,  21,23,25,27,30, 32,33,34,35,36,37, 39,41,46,54,57,61 
        Installability 16,18,,21,23,25,  27,30,32,33,39,41 
        Conformance 16,18,21, 23, 25,30,32,39 
        Replaceability 18,21,23,25,27,30,  32,33,39,41 
        DBMS Standards 36,38 
        Middleware Standards 36,38 
   Efficiency  16,18,20,21,25,26,27,30,31,32,33,36,37,38,39,41 

       Time Behaviour 16,18,21,25,26,27,30,31,32,33,36,37,38,39,41 
       Recourse  behaviour 16,18,21,25,26,27,30,31,32,33,36,37,38,39,41 

   Cost  16,17,30,36,38,40,42,45,47,48,49,50,62,63 

        Licensing Cost 30,37,42,47,50,62,63 
        Development Cost 30,42 
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        Implementation Cost 30,42,45,47,48 
        Maintenance Cost 16,42,48 
        Upgrade Cost 47 
        Cost of Hardware 36,38 
       Training Cost 36,38 

   Vendor 16,17,30,34,35,36,37,38, 42,43,44,45,47,49,58 

       Vendor Reputation 30,34,35,42,44,45,49,58 

       Vendor Support &Training 17,34,37,42,43,44,45,47,49 

       Vendor Services 16,30,34,35,37,42,47,49 

       User Manual/Documentation 36,38 

       Tutorial 36,38 
       Troubleshooting Guide 36,38 

       Training 36,38 
       Maintenance and Upgrading 36,38 

       Communication 36,38 

       Demo 36,38 

       Response Time 36,38 

       Length of Experience 36,38 

      Technical and Business Skills 36,38 

      Past Business Experience 36,38 

  Organizational  30,37,45,60,64 
      Organizational Culture 45 
      Organizational Change 30,60 
      Organizational Politics 37,45 
      Organizational Resource 30,60 
      User Acceptance 64 
  Product Benefit  36,42,49,50,56,65 
      User Satisfaction 56,65 
      Software Ease of Use 49,50 
      Risk & Uncertainty  17,19,40,48,51,63 
      Vendor risk 17,40,48 
      Product/Technological  Risk 17,19,40,48,51,63 
      Software Bugs and Errors.  19,51 
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Appendix II 
 
Overall criteria and sub criteria ranked by respondents 

 Round One Round Two 
Citeria Sub-criteria Mean Std Dev Mean Std Dev 
Functionality Suitability 4.194 0.703 4.387 0.715 
 Accuracy 4.129 0.806 4.452 0.624 
 Flexibility 3.742 0.773 3.742 0.855 
 Security 4.419 0.719 4.548 0.675 
 Interoperability 4.129 0.846 4.290 0.693 
 Pedagogical 4.065 0.727 4.129 0.718 
 Personalization 4 0.856 4.032 0.875 
 Learning Community 4.194 0.792 4.484 0.569 
 SCORM Compliance 4.065 0.772 4.161 0.688 
New Sub criteria User/Learner Administration -  4.097 0.597 
Maintainability Changeability 4.097 0.597 4.194 0.703 
 Stability 4.097 0.870 4.226 0.762 
 Analyzability 3.903 0.789 4.129 0.718 
 Testability 3.935 0.814 3.968 0.795 
 Modularity 3.838 0.779 4 0.683 
 Scalability 4 0.816 4.032 0.795 
New Sub criteria Expansion -  3.839 0.454 
New Sub  criteria Fault Software -  3.774 0.560 
New Sub  criteria Error Preventing -  3.806 0.543 
Usability Understandability 4.226 0.805 4.387 0.667 
 Learnability 4.290 0.824 4.484 0.626 
 Operability 4.065 0.772 4.129 0.763 
 Customizability 3.903 0.746 3.903 0.746 
 Hypermediality 4.097 0.746 4.194 0.654 
 Support Tools 3.871 0.763 3.871 0.718 
 Presentation 3.871 0.670 3.935 0.727 
 Learner Interface 3.903 0.789 4.065 0.854 
 Leaning Content 3.935 0.629 3.968 0.547 
New Sub criteria Accessibility Control -  3.935 0.512 
Reliability Maturity 3.903 0.944 4.065 0.814 
 Fault Taularance 3.968 0.752 4.129 0.718 
 Backup Recovery 4.097 0.789 4.194 0.749 
New Sub criteria Error Reporting -  3.838 0.454 
Portability Adaptability 3.677 0.702 3.774 0.617 
 Installability 3.806 0.792 3.903 0.831 
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 Replaceability 3.419 0.620 3.581 0.672 
 Conformance 3.774 0.717 3.839 0.688 
 DBMS Standard 3.709 0.692 3.806 0.703 
 Middleware Standard 3.645 0.709 3.645 0.709 
New Sub criteria Standarability - - 3.709 0.461 
Efficiency Time Behaviour 3.839 0.820 4.06 0.629 
 Resource Behaviour 3.968 0.752 4 0.516 
New Sub criteria Memory Capacity - - 3.871 0.562 
Cost 

Licensing Cost 3.903 0.700 3.935 0.679 
 Development Cost 4.032 0.795 4 0.775 
 Implement Cost 4.032 0.657 4.129 0.670 
 Maintenance Cost 4.161 0.735 4.193 0.749 
 Upgrade Cost 3.839 0.735 3.839 0.735 
 Hardware Cost 3.774 0.762 3.968 0.752 
 Training cost 3.968 0.795 3.935 0.727 
New Sub criteria Marginal Cost - - 3.742 0.631 
Vendor Reputation 3.839 0.583 4 0.577 
 Support and Consultancy 3.871 0.885 3.935 0.892 
 Services. 3.968 0.836 4.032 0.875 
 User Manual 3.871 0.885 4.032 0.795 
 Tutorial 3.806 0.873 4 0.775 
 Troubleshooting Guide 3.774 0.762 3.903 0.746 
 Training 3.871 0.670 4.032 0.605 
 Maintenance and Upgrading 3.839 0.688 3.871 0.619 
 Communication 3.839 0.779 4 0.730 
 Demo 3.709 0.739 3.839 0.735 
 Response Time 3.806 0.833 3.903 0.789 
 Length of Experience 3.806 0.873 3.968 0.795 
 Technical and Business Skills 3.742 0.815 3.774 0.805 
 Past Business experience 3.581 0.958 3.709 0.783 
Organizational Organizational Culture 3.645 0.709 3.645 0.709 
 Organizational Resource 3.194 0.601 3.581 0.620 
 Organizational Change 3.613 0.667 3.709 0.588 
 Organizational 

 Politics 3.613 0.989 3.548 0.723 
 User Acceptance 3.484 0.769 3.516 0.626 
Product benefit User Satisfaction 3.903 0.789 4 0.730 
 Software Ease of Use 3.806 0.749 4 0.775 
New Sub criteria User Productivity - - 4 0.516 
New Sub criteria Cost Saving - - 4.065 0.814 
New Sub criteria After Sales Service - - 3.806 0.601 
Risk Uncertainty Vendor Risk 3.645 0.839 3.806 0.749 
 Product/Technological Risk 3.742 0.815 3.903 0.789 
 Software Bug 3.742 0.893 3.774 0.845 
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New Sub criteria Frequency of  Software Release - - 3.742 0.773 
New Sub criteria Software Bug - - 3.871 0.806 
New Sub criteria Unexpected Cost - - 3.709 0.783 
New Sub criteria Educational System Changed - - 3.742 0.631 

 

 


